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Overview

This Getting Started Guide contains installation procedures and configuration guidelines for
deploying Dell SonicWALL GMS as a Virtual Machine in a VMware environment. The Dell

SonicWALL GMS Virtual Appliance can configure, manage, and monitor the status of

thousands of Dell SonicWALL Internet security appliances and non-Dell SonicWALL appliances

from a central location. The Dell SonicWALL GMS Virtual Appliance provides the following

benefits:

* Centralized security and network management

e Sophisticated VPN deployment and configuration
« Active device monitoring and alerts

* Intelligent reporting and activity visualization

¢ Centralized logging and offline management

This document contains the following sections:

0 Before You Begin on page 5
— System Requirements on page 5

— Record Configuration Information on page 8

9 Introduction to the Management Interfaces on page 10
— Overview of the Two Interfaces on page 10
— Switching Between Management Interfaces on page 11
— UMH System Interface Introduction on page 11

— Management Interface Introduction on page 11

e Installing and Upgrading on page 17
— Installing with VMware vSphere on page 17
— Upgrading From an Earlier Version of Dell SonicWALL GMS on page 24

° Performing Basic Tasks and Host Configuration on page 25
— Power the Virtual Appliance On on page 25
— Configure Host Settings on the Console on page 26

— Configure Host Settings on the Appliance Management Interface on page 27

e Registering and Licensing on page 31
— Registering / Licensing After a Fresh Install on page 31
— Registering Associated Servers in a Distributed Deployment on page 33

e Configuring UMH Deployment Options on page 35
— Using the Role Configuration Tool on page 36
— Manually Configuring the System Role on page 39
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° Provisioning and Adding Units on page 52
— Provisioning a Dell SonicWALL Firewall Appliance on page 52
— Provisioning a Dell SonicWALL SRA SMB Appliance on page 53
— Provisioning a Dell SonicWALL E-Class SRA Series Appliance on page 54
— Provisioning a Dell SonicWALL CDP Appliance on page 54
— Adding Dell SonicWALL Appliances on page 55

e Support on page 58
— Related Technical Documentation on page 58
— Dell SonicWALL Live Product Demos on page 59
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Chapter 1
Before You Begin

See the following sections for information about Dell SonicWALL GMS Virtual Appliance:

* System Requirements on page 5
* Record Configuration Information on page 8

System Requirements

The Dell SonicWALL GMS Virtual Appliance comes with a base license to manage either 5, 10,
or 25 nodes. You can purchase additional licenses on MySonicWALL. For more information on
licensing additional nodes, visit:

http://www.sonicwall.com/us/Products_Solutions.html

Before installing, review the requirements in the following sections:

GMS Virtual Appliance Supported Platforms

The elements of basic VMware structure must be implemented prior to deploying the Dell
SonicWALL GMS Virtual Appliance. The Dell SonicWALL GMS Virtual Appliance runs on the
following VMware platforms:

« ESXi4.1,5.0,5.1, and 5.5

e ESXi 4.0 Update 1 (Build 208167 and newer)

« ESX4.1

e ESX 4.0 Update 1 (Build 208167 and newer)

¢ Microsoft Hyper-V

Deployment Considerations

Consider the following before deploying the GMS Virtual Appliance:

¢ Dell SonicWALL GMS management is not supported on Apple MacOS.
« All modes of the application run in 64-bit mode.
¢ Using the Flow Server Agent role requires a minimum of:

— Quad Core

— 16GB of memory
— 300 HDD
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GMS Virtual Appliance Hardware Resource Requirements

Use the Capacity Calculator 2 to determine the hardware requirements for your deployment.

The performance of GMS Virtual Appliance depends on the underlying hardware. It is highly
recommended to dedicate all the resources that are allocated to the Virtual Appliance,
especially the hard-disk (datastore). In environments with high volumes of syslogs or AppFlow
(IPFIX), you need to dedicate local datastores to the GMS Virtual Appliance.

Starting with GMS 7.1 the Virtual Appliances are 64-bit, which take advantage of the additional
RAM available to it. A minimum of 4GB RAM is required. However, 8GB of RAM is highly
recommended for better performance of reporting modules. Read the “Capacity Planning and
Performance Tuning” appendix in the GMS Administrator’s Guide.

MySQL Requirements

Dell SonicWALL GMS automatically installs MySQL as part of the base installation package.
Separately installed instances of MySQL are not supported with Dell SonicWALL GMS.

Java Requirements

Download and install the latest version of the Java 7 plug-in on any system that accesses the
GMS management interface. This can be downloaded from:

www.java.com

or

http://www.oracle.com/technetwork/java/javase/downloads/index.html

Browser Requirements

&

Note

Dell SonicWALL GMS uses advanced browser technologies such as HTML5 that are supported
in most recent browsers. Dell SonicWALL recommends using the latest Chrome, Firefox,
Internet Explorer, or Safari browsers for administration of the Dell SonicWALL GMS.

This release supports the following Web browsers:

¢ Google Chrome 18.0 and higher (recommended browser for dashboard real-time graphics
display)

¢ Mozilla Firefox 16.0 and higher

* Microsoft Internet Explorer 8.0 and higher (do not use compatibility mode)

Internet Explorer version 10.0 in Metro interfaces of Windows 8 is currently not supported.

Mobile device browsers are not recommended for Dell SonicWALL GMS system administration.

Network Requirements

To complete the Dell SonicWALL GMS Virtual Appliance deployment process documented in
this Getting Started Guide, the following network requirements must be met:

* The Dell SonicWALL GMS server must have access to the Internet
¢ TheDell SonicWALL GMS server must have a static IP address
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* The Dell SonicWALL GMS server’s network connection must be able to accommodate at
least 1KB/s for each device under management. For example, if Dell SonicWALL GMS is

monitoring 100 Dell SonicWALL appliances, the connection must support at least 100KB/s.

Note Depending on the configuration of Dell SonicWALL log settings and the amount of traffic
handled by each device, the network traffic can vary dramatically. The 1KB/s for each device
is a general recommendation. Your installation requirements might vary. Refer to the

Capacity Calculator 2.

Dell SonicWALL Appliance and Firmware Support

Dell SonicWALL Platforms

Dell SonicWALL Firmware Version

Firewall / VPN

SuperMassive 10000 Series

SonicOS 6.0 or newer:

Note: Only partial policy management and reporting support
is currently available. The following SuperMassive
specific features are not supported for centralized
policy management in GMS 7.2:

* Multi-blade CASS

 High Availability/Clustering

» Support for Management Interface

» Flow Reporting Configurations

* Multi-blade VPN

» Advanced Switching

* Restart: SonicOS versus Chassis

Contact your Dell SonicWALL Sales representative for
more information.

SuperMassive 9000 Series

SonicOS 6.1 or newer

NSA Series SonicOS Enhanced 5.0 or newer
TZ Series SonicOS Enhanced 3.2 or newer

SonicOS Standard 3.1 or newer
PRO Series SonicOS Enhanced 3.2 or newer
CSM Series SonicOS CF 2.0 or newer

Secure Remote Access

SMB SRA Series

SonicOS SSL-VPN 2.0 or newer (management)
SonicOS SSL-VPN 2.1 or newer (reporting)

E-Class SRA Series

SRA 9.0 or newer

Backup and Recovery

CDP Series

CDP 2.3 or newer (management)
CDP 5.1 or newer (reporting)

Email Security / Anti-Spam

Email Security Series

Email Security 7.2 or newer
(management only)
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Note

Dell SonicWALL GMS supports Dell SonicWALL firewall App Control policy management and
reporting. For SonicOS firewall App Control policy management support, use a Dell SonicWALL
firewall running SonicOS 5.8.1.4 or newer. And for SonicOS firewall App Control reporting support, use
a Dell SonicWALL firewall running SonicOS 5.8.1.0 or newer.

Appliances running firmware newer than this GMS release can still be managed and reports can still
be generated. However, the new features in the firmware release will be supported in an upcoming
release of GMS

Legacy SonicWALL XPRS/XPRS2, SonicWALL SOHO2, SonicWALL Tele2, and SonicWALL Pro/Pro-
VX models are not supported for SonicWALL GMS management. Appliances running SonicWALL
legacy firmware including SonicOS Standard 1.x and SonicWALL legacy firmware 6.x.x.x are not
supported for SonicWALL GMS management.

Non-Dell SonicWALL Appliance Support

Dell SonicWALL GMS provides monitoring support for non-Dell SonicWALL TCP/IP and SNMP-
enabled devices and applications.

Record Configuration Information

Before continuing, record the following configuration information for your reference.

SMTP Server Address: The IP address or host name of your Simple Malil
Transfer Protocol (SMTP) server. For example,
mail.emailprovider.com.

HTTP Web Server Port: The number of your Web server port if custom-
ized. The default port is 80.

HTTPS Web Server Port: The number of your secure (SSL) Web server port
if customized. The default port is 443.

GMS Administrator Email 1: The email address of a GMS administrator who
receives email notifications from GMS.

GMS Administrator Email 2: The email address of an additional GMS adminis-
trator who receives email notifications from GMS.
This field is optional.

Sender Email Address: The email address from which the email notifica-
tions are sent by GMS.

GMS Gateway IP: The IP address of the GMS gateway between the
GMS agent and the network. This optional field is
only applicable if you have a GMS gateway.

GMS Gateway Password: The password for the GMS gateway. This optional
field is only applicable if you have gateway
between the GMS and the network.

Database Vendor: Your database vendor if you are using a SQL
Server database.*
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Database Host/IP:

The IP address of the database host. This is not
required when using the bundled database on this
server.*

Database User:

The MySQL user name for the database adminis-
trator. This is not required when using the bundled
database on this server.*

Database Password:

The MySQL password for the database adminis-
trator. This is not required when using the bundled
database on this server.*

*This information is needed if Microsoft SQL Server is used, or in the case of a distributed deployment.
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Chapter 2

Introduction to the Management
Interfaces

This section describes the two Dell SonicWALL GMS management interfaces. An almost
identical URL is used when accessing either the Dell SonicWALL GMS management interface
or the Universal Management Host system interface, but the URL is modified to specify either
“sgms” or “appliance.”

See the following sections:

Overview of the Two Interfaces on page 10

Switching Between Management Interfaces on page 11
UMH System Interface Introduction on page 11
Management Interface Introduction on page 11

Overview of the Two Interfaces

The Universal Management Suite (UMS) installs two separate management interfaces:

Dell SonicWALL Universal Management Host (UMH) System Management Interface —
Used for system management of the host server, including registration and licensing,
setting the admin password, selecting the deployment role, and configuring other system
settings.

To access the UMH system management interface on the default HTTP port using a
browser on the host server, use the URL:
http://localhost/appliance/

From another system, access the UMH system management interface with the URL:
http://<IP address>:<port>/appliance/

If you are using the standard HTTP port, 80, it is not necessary to append the port number
to the IP address.

Dell SonicWALL GMS Management Interface — Used to access the Dell

SonicWALL GMS application that runs on the Windows server. This interface is used to
configure GMS management of Dell SonicWALL appliances, including creating policies,
viewing reports, and monitoring networks, and for configuring GMS administrative settings.
The GMS management interface is only available on systems deployed in a role that runs
the Web Server service, such as the All In One or Console roles.

Access the GMS management interface with one of the following URLS:
http://localhost/sgms/

or

http://<IP address>:<port>/sgms/

10 | Dell SonicWALL GMS 7.2 Virtual Appliance Getting Started Guide



Switching Between Management Interfaces

On systems deployed in the All In One or Console role, the “superadmin” user can easily switch
between the UMH system management interface and the Dell SonicWALL GMS management
interface. The SuperAdmin is the master administrator for the entire GMS installation.

1 When logged in to either interface, the superadmin can switch to the login page of the
€/ other interface by clicking Switch in the top right corner of the page. Switch is only
visible for users with SuperAdmin privileges.

UMH System Interface Introduction

The Dell SonicWALL UMH system interface is used for system management of the Dell
SonicWALL GMS instance, including registration and licensing, setting the admin password,
configuring database settings, selecting the deployment role, and configuring other system
settings.

When installing Dell SonicWALL Universal Management Suite on a host, a Web server is
installed to provide the system management interface. The system interface is available by
default at http://localhost/appliance/ after restarting the system.

The login screen allows you to securely log in to the Dell SonicWALL UMH system interface
using your system user ID and password.

&

Note The admin account on the system interface can have a different password than the admin
account for Dell SonicWALL GMS.

Management Interface Introduction

Dell SonicWALL GMS is a Web-based application for configuring, managing, monitoring and
gathering reports from thousands of Dell SonicWALL Internet security appliances and non-Dell
SonicWALL appliances, all from a central location. This section provides an introduction to the
main elements of the Web-based management interface. This section contains the following
subsections:

e Login Screen on page 11

e Dashboard on page 12

« Management Interface on page 13

Login Screen

The login screen allows you to securely log in to Dell SonicWALL GMS using your GMS
application user ID and password. The Dell SonicWALL GMS management interface is
available by default at http://localhost/sgms/ after completing registration.
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Dashboard

The Dashboard tab is a customizable dashboard of your Dell SonicWALL GMS deployment.
The Dashboard tab provides powerful network visualization reporting, monitoring, and search
filtering tools consolidated into one area of the management user interface. The Dashboard tab
provides administrators with an executive summary through a Universal Dashboard
geographic map. As depicted in the figure that follows, the Geographic View provides a
scalable map that displays your GMS-managed units and servers using graphical icons, these
icons provide system state information with a mouse over.

The Dashboard tab also provides administrators with a centralized location to create Universal
Scheduled Reports for Firewall, SRA, CDP, and Email Security reporting solutions.

Dashboard User: gmsdoc@LocalDomain | Administrators

«I Universal Dashboard [ Universal Scheduled Reports = My Default Page = Engineering Dashboard » | ¥ (-] [oQ[FIRESAD |

%' Geographic Yiew [Modes: Total:34 Up:il6 DownilO Other:d]

MSA 2400
Tast-210U Desk,

TZ 220 - 4370

Unimd = g:aees O] '“—' olicﬂg‘o L
@n NEVADA Y@ @enver @ @ | O i

a0
NEVADA [{  uiak ; ! Louls

¢ SO » [ GWS 70 Agent
! Mame: SuperMassive E10800 - SM3 KANSAS O
San Franciscd zea; 0017cs7582E0 Test Prasad
41 Demain: LocalDomain Q
Firmware: SonicOS Enhanced 6.0.16-770 - English | OFLWOMA !
Type: Firewsll QEHAN t
a Management Mode: HTTRS Oallas =3
& Management IP: Unknown ekl "l Bermuda
1000 km LaM IP; 12,115 TEXAS New &
Unit Down Since: 2011-11-11 20:20;16.0 L;JHOl-lStO-Q,:'m’.é“"S.._ =5
_ =3 s = \
500 mi 3 5] e S, Mz RS A
! bl !
sites Scheduled Tasks
Appliance Name  Hits Transferred Description SonicWALL Scheduled Time{Locz
Test 240 12,420 645.29 MB | Modify App Control Signature Settings: 100Bao -- Qutbound Connection Attempt [creat... NSA 2400 Dec 13, 2013 Fri[11:4...
NSA 240 SOF1.125 272,952 530.01 MB Modify App Control Signature Settings: 100Bao - Outbound Connection Attempt [creat, .. NSA 2400 - FFA.., Dec 13, 2013 Fri[11:4..,
ES000 6084,121 8,887 45.00ME | Modify App Control Signature Settings: Avira -- Update [created at: Firmware:Sonic03 ... NSA 2400 Dec 13, 2013 Fri[lli4..,
Request Active Connections information NSA 240 5A09..,. Dec 16, 2011 Fri[01:1,.,

For more information on configuring the Universal Dashboard and Universal Scheduled
Reports, refer to the “Using the Dashboard Panel” chapter in the GMS Administrator’s Guide.

12 | Dell SonicWALL GMS 7.2 Virtual Appliance Getting Started Guide



Management Interface

The Dell SonicWALL GMS management interface is the main control panel for GMS. The
management interface allows you to add and modify appliances, complete monitoring and

reporting tasks, set policies for managed appliances, and configure settings.

S

3]

SuperMassive 9400 :: Status

User: admin@_ocalDomain | Administrators

T@ Model¥iew (LocalDomain) [ Policies A

» Model : NSA 240
» G Model : NSA 2400 ¥ System
» ) Model : NSA 2400 MX SR
— .
3 Model : NSA 3500 Administrator
3 Model : NSA 4500
» 3 Model :Nsa 5600 [ Manapement
» Model : PRO 1260 Enhanced ~ SNMP
> Model : PRO 5060 Certificates
> Model : SuperMassive 9400 e
b = Model : T2 150 Wireless Sta o\, ..
» = Model : TZ 180 Standard Téi
» ' Model: T2 180 WirclessSta ' * "
» = Model : TZ 200 wireless-N Info
» G Model : Unknown Settings
¥ Network
» DHCP

» Diagnostics

¥ 3G/4G/Modem

¥ SonicPoint

P Wireless

P WGs

F Firewall

¥ Firewall Settings

b DPI-SSL

¥ VoIP

» Anti-Spam

F VPN

¥ SSLVPN

P virtual Assist

b Users

» Web Filters

¥ Application Filters
¥ Security Services

b Fantant Cilbas

Status Information for Group Node: SuperMassive 9400

Firewall

Firewalls in the Group

Firewalls that are Mot Registered
Firewalls with VPN Upgrade

Firewalls that support MSSP

Firewalls with Global vPN Client Upgrade

Management

Firewalls that are Down
Firewalls that are Unacquired
Firewalls with Pending Tasks
Firewalls managed by Remote Instances
Firewalls managed using
Existing Tunnel/LAN
Management Tunnel
S5L
Firewalls with DHCP Server Enabled
Firewalls currently on Dialup

Subscription (click here for details)
Gateway Anti-Virus, Anti-Spyware & Intrusion Prevention Service
Premium Content Filter
Intrusion Prevention Service
Gateway Anti-Virus, Anti-Spyware & Intrusion Prevention Service
Support
Software and Firmware Updates
Dynamic Support 24x7
Extended Warranty

Firewall Models
SuperMassive 9400

Appliance Information

Select Feich Information to retrieve information for all appliancess under this level.

Appliance’s Information wil be displayed only at unit level.

Getting Started With GMS

Dell SonicWALL technical documentation Getting Starfed Guides are available at the

MySonicWALL.com Download Center and the Product Guide Library,

[=R=N ATy K]

cooo

(=N RN A=}

+ Fetch Information

The GMS management interface features the following navigation features:

¢ Navigation Tabs on page 13
e Left Pane on page 14

e Center Pane on page 14

¢ Right Pane on page 15

Navigation Tabs

The Dell SonicWALL GMS management interface navigation tabs are located at the top of the
management interface.

The navigation tabs are: Dashboard, Firewall, SRA, CDP, ES, Monitor, and Console. The
Monitor tab provides real-time monitoring at the global, group or appliance level. The Console

tab provides tools to customize options found in the other Dell SonicWALL GMS tabs and

manage GMS settings that affect the environment globally.

Introduction to the Management Interfaces
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Left Pane

&

[=s] (][]

Z GlobalYiew (LocalDomain)
23 4060
% Nsa 240
23 PRO 4100
% save a0
% 12170 5TD
¥ 77 180 Standard
23 72170 5P ENH

The left pane of the Dell SonicWALL GMS management interface
provides a tree control that displays the current GMS view and a list of
managed appliances within the current tab. The left pane is only
displayed in the appliance tabs (Firewall, SRA, CDP and ES). The
current category and view are indicated by a blue highlighting.

The left pane tree control provides the ability to switch between views
and displays the current state of each appliance under management. A
single box in the tree control indicates a node at appliance or unit level.
Two boxes in the tree control indicates a node at a group level. A global
node at the top of the tree control is indicated by a three-box icon. The
color and additional images superimposed on these icons provide

useful status information. For detailed information about appliance

states, refer to Description of Managed Appliance States on page 15.

Note If there is only one appliance visible in the Left Pane, then the Left Pane automatically
collapses to present a larger screen for the rest of the Ul.

Center Pane

Policies

F System

F Network

» Firewall

¥ Log
Log Settings
Enhanced Log Settings

The center pane displays for the four appliance tabs (Firewall, SRA, CDP,
and ES). A navigational tree control that provides access to the
configuration options available based on navigational tab and left pane
selections. At the top of the Center pane there are two sub-tabs: Policies and
Reports. The Policies sub-tab provides policy configuration options for
managed appliances. The Reports sub-tab provides reporting on the global,
group, or appliance level, and is only available for Firewall, SRA, and CDP.

The current selection in the center pane is indicated by the highlighted item. For example, the
figure to the left displays the current selection Log > Log Settings. The center pane options
change based on the navigational tab and left pane selections, and selections in the center
pane modify the display in the right pane. For example, the figure in the next section illustrates
the contents of the right pane when the global view is selected in the left pane and System >
Status is selected on the Policies tab in the center pane.
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Right Pane

Description of Managed Appliance States

Status Icon Description

One blue box indicates that the appliance is operating normally. The appliance is accessible from SonicWALL
=3 GMS, and no tasks are pending or scheduled.

The right pane displays the available status or tasks based on the current selection of
navigational tab, left pane and center pane options. Configurations completed in the right pane

modify global, group or appliance settings. For example, the right pane image that follows
displays the status and tasks available for the Policies navigation tab, left pane selection

GlobalView, and center pane selection System > Status.

Status Information for Global Node: ModelView

UTM

UTMs in the System

UTMs that are Mot Registered

UTMs with VPN Upgrade

UTMs that support M3SP

UTMs with Global VPN Client Upgrade

Management

UTMs that are Down
UTMs that are Unacguired
IUTMs with Pending Tasks
UTMs managed by Remote Instances
UTMs managed using
Existing Tunnel /LAM
Management Tunnel
HTTPS
IJTMs with DHCP Server Enabled
UTMs currently on Dialup

Subscription (click here for details)

Anti-Virus

Content Filter List/Service
Extended Warranty
Gateway Anti-Virus
Intrusion Prevention Service

UTH Models

MSA 240
MSA 3500
MSA 4500
MSA ES000

29

25

12

3 GO Ln oo

[y

e N ]

This section describes the meaning of icons that appear next to managed appliances listed in
the left pane of the Dell SonicWALL GMS management interface.

Two blue boxes indicate that appliances in a group are operating normally. All appliances in the group are accessi-

@ 8 g 0

ble from SonicWALL GMS and no tasks are pending or scheduled.

One blue box with a lightning flash indicates that one or more tasks are pending or running on the appliance.

Three blue boxes indicate that all appliances in the global group of this type (Firewall/SRA/CDP) are operating nor-
mally. All appliances of this type are accessible from SonicWALL GMS and no tasks are pending or scheduled.

Two blue boxes with a lightning flash indicate that tasks are currently pending or running on one or more appliances
within the group.

Two blue boxes with a clock indicate that tasks are currently scheduled to execute at a future time on one or more

B

appliances within the group.

Introduction to the Management Interfaces
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One blue box with a clock indicates that one or more tasks are scheduled on the appliance.

ol
One yellow box indicates that the appliance has been added to SonicWALL GMS management (provisioned), but
not yet acquired.

- Two yellow boxes indicate that one or more appliances in the group have been added to SonicWALL GMS manage-

= ment, but not acquired.

Three yellow boxes indicate that one or more of the global group of appliances of this type (Firewall/SRA/CDP)
have been added to SonicWALL GMS management, but not acquired.

il

One yellow box with a lightning flash indicates that one or more tasks are pending on the provisioned appliance.

&

Two yellow boxes with a lightning flash indicates that tasks are pending on one or more provisioned appliances
53 within the group.
7 A yellow circle with the number 2 in the middle indicates that the unit is in an HA pair and is currently on backup.
- One red box indicates that the appliance is no longer sending heartbeats to SonicWALL GMS.

Two red boxes indicate that one or more appliance in the group is no longer sending heartbeats to SonicWALL
GMS.

1K

Three red boxes indicate that one or more of the global group of appliances of this type (Firewall/SRA/CDP) is no
longer sending heartbeats to SonicWALL GMS.

Two red boxes with a lightning flash indicate that one or more appliance in the group is no longer sending heart-
beats to SonicWALL GMS and has one or more tasks pending.

One red box with a lightning flash indicates that the appliance is no longer sending heartbeats to SonicWALL GMS
and has one or more tasks pending.

2 8 O

A box with a dot in the top-left corner indicates that the appliance is being managed by GMS using a static IP
address.

i

A green circle with the number 1 in the middle indicates that the unit is in an HA pair and is currently the Primary
unit.

This icon indicates a fail over to a secondary Ethernet port.

H
¥

This icon indicates the a modem is connected using a dialup.

L

&,

This icon indicates the wireless is connected using WWAN.

This icon indicates the unit's Task Pending status is “Immediate.”

#

This icon indicates the unit’'s Task Pending status is “Scheduled.”

This icon indicates the unit’s location with the node part of a remote instance.

This icon indicates the unit’s location with the node part of a mixed instance.
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Installing and Upgrading

The SonicWALL GMS Virtual Appliance is installed by deploying an OVA file to your ESX/ESXi
server. Each OVA file contains all software components related to Dell SonicWALL GMS Virtual
Appliance including the MySQL database, executable binary files for all GMS services, and
other necessary files.

You can deploy one or both OVA files multiple times as needed for your Dell SonicWALL GMS
Virtual Appliance environment. Dell SonicWALL GMS Virtual Appliance can be configured for a
single server or in a distributed environment on multiple servers. In a distributed deployment,
for example, you might use the 250GB file in a Summarizer role, and the 950GB file in a
Database role. A distributed deployment can include one or more SonicWALL GMS Virtual
Appliances, SonicWALL UMA EM5000s, or Dell SonicWALL GMS Virtual Appliance instances
running on Windows Server machines.

You can deploy an OVA file by using the vSphere client that comes with ESX/ESXi. To get the
vSphere client, point a browser to your ESX/ESXi server and click on Download vSphere
Client.

Dell SonicWALL GMS Virtual Appliance can be installed as a fresh install, or as an upgrade to
the latest version of GMS Virtual Appliance.

This section contains the following subsections:

¢ Installing with VMware vSphere on page 17
e Upgrading From an Earlier Version of Dell SonicWALL GMS on page 24

Installing with VMware vSphere

Step 1

&

Note

To do a fresh install of the SonicWALL GMS Virtual Appliance using the vSphere client,
complete the following steps:

Download the following OVA files from MySonicWALL to a system that is accessible to your
ESX/ESXi server.

e SwW_gmsvp_vm_eng_7.2.xXxxx.yyyy.40GB.64bit.ova

e SW_gmsvp_vm_eng_7.2.xxxx.yyyy.250GB.64bit.ova

* SW_gmsvp_vm_eng_7.2.XxxX.yyyy.950GB.64bit.ova

Do not rename the OVA files.

The “xxxx” represent the exact version numbers
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Step 2 Launch vSphere and use it to log on to your ESX/ESXi server.

! Yiware vSphere Client
vmware

VMware vSphere”™

Client

Ta directly manage a single host, enter the IP address or host name.
To manage multipls hosts, snter the IP address o name of &
wiZenter Server.

IP address | Name: -
User name:
Passward:

I™ Use Windows session credentials

gn | cese | nep |

Step 3 In the Home screen, navigate to a view that shows the virtual machines running on your ESX/

ESXi server.

o vcenter.eng, sonicwall.com - vSphere Client

File Edt View Inwsrbory Admwiistration Plug-ns Help
[« @y Home b g Inventory b [ Hosts and Clusters
v K

Sr
% [ Bangalare " :
# [ 5an Jose R . Datacenters | Wirtual Machines | Hasts | Tas
= [ seattle

# [ shanghai

vcenter.eng.sonicwall.com, 10.203.15.231 ¥YMware vCenter Server, 4.0.0, 208111

! alarms | Permissions | Ma
What is the Hosts & Clusters view?
This view displays the set of computing resources that run

on a particular host, cluster, or resource pool. Using the
Hosts & Clusters view, you can manage and organize your

inventary of computing resources By  BLb
-

T

ey LY

Step 4 To begin the import process, click File and select Deploy OVF Template.

(e veenter.eng. sonicwall.com - ¥§

File | Edit View Inventory Administrati

Mewy »
I Deploy OVF Template. .

Bport S v

Repart v

Browse ¥A Marketplace. .

Exit

Step 5 In the Source screen of the Deploy OVF Template window, enter the name of the OVA file to

import in the Deploy from a file or URL field. To deploy from a file, click Browse and then
select the OVA file to import. To deploy from a URL, type in the URL of the OVA file. Click Next.

Source
Select the source location.

Source

OVF Template Detais
Mame and Location
Resource Fool
Datastore

Disk Format Deploy from a file or URL
Ready to Complete

Browse...

Enter a URL to download and install the OVF package from the Internet, or
specify a location accessible from your computer, such a5  local hard drive, a
netwark share, or a CD/DVD drive.

| Help <Back | Next > I

Cancel
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Step 6

Step 7

Step 8

In the OVF Template Details screen, verify the information about the selected file. To make a

Ready to Complete

(%) Deploy OVF Template —
OVF Template Details
Verify OVF template details.
Source
Product: GMSVP - Virtual Appliance - 250GB

Download size: 237.9MB

Size on disk: 668.6 MB (thin provisioned)
250.0 GB (thick provisioned)

Description:

change, click the Source link to return to the Source screen and select a different file. To
continue, click Next.

In the End User License Agreement screen, read the agreement, click Accept, and then click

Next.

(%) Deploy OVF Template

- : : = PR

Source

OVF Template Details
End User License Agreem¢
Mai Location

End User License Agreement
Accept the end user license agreements.

End user licensing Agreement For SonicWall Global Management System and VIEWPOINT =

This End User Licensing Agreement (EULA) is alegal agreement between you and SonicWALL, Inc.
(SonicWALL) for the SonicWALL software product identified above, which includes compuiter
software and any and all associated media, printed materials, and orline or electronic
documentation (SOFTWARE PRODUCT). By opening the sealed package(s), installing, or otherwise
using the SOFTWARE PRODUCT, you agree to be bound by the terms of this EULA, If you do not
agree to the terms of this EULA, do not open the sealed package(s), instal or use the SOFTWARE
PRODUCT. You may however return the unopened SOFTWARE PRODUCT to your place of
purchase for a ful refund.

The SOFTWARE PRODUCT is licensed, not sold.

You acknowledge and agree that l right, titie, and interest in and to the SOFTWARE PRODUCT,
induding all assodated intellectual property rights, are and shall remain with SonicWALL. This EULA
does not convey to you an interestin or to the SOFTWARE PRODUCT, but only a limited right of
use revocable in accordance with the terms of this EULA.

o The SOFTWARE PRODUCT is licensed as a single product and can only be used as such. -

< Back | Next > | Cancel |

In the Name and Location screen, enter a descriptive name for the virtual appliance into the

Name field, and select the desired location in the Inventory Location field. You might wish to

incorporate the role or disk size as part of the name, as in “GMS_VM_Agent_250GB.” Click

Next.

Installing and Upgrading
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Hame and Location

Spedify a name and location for the deployed template

Source
OVF Template Details

End User License Agreement
Name and Location
Resource Pool

Datastore

Disk Format

Network Mapping

Ready to Complete

Name:

MSVP - Virtual Appliance - 250GE

The name can contain up to 80 characters and it must be unique within the inventory folder.

Inventory Location:

£ [ [Application QA
[ Discovered virtual machine

| Help < Back | Next > I

|

Step 9

&

In the Resource Pool screen, select the resource pool within which to deploy this
SonicWALL GMS Virtual Appliance and then click Next.

Note When deploying a 950GB file, be sure to select a resource pool with a block size of either 4
or 8MB.

Ree— W e o [k e
(&) Deploy OVF Template [EEE

Resource Pool
Select a resource pool,

Source

QVF Template Details

End User License Agreement
Mame and Location
Resource Pool

Select the resource poal within which you wish to deploy this template.

Resource poals allow hierarchical management of computing resources within @ host or duster. Virtual
machines and chid poals share the resaurces of their parent pool.

Pyt

Digk Format @ s

Network Mapping & EnG

Ready to Complete @ GMS-10.208.111.170 NET
@ xa
@ Linux
@w

@ WIN - 10.208.111.130 NET
@ WIN - 10.208.111.200 NET
@ WIN 192.168.6.0 NET

@ winos

| Help <Back | Next > I

Cancel
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Step 10 Inthe Datastore screen, select the datastore on which to store the files for the SonicWALL GMS
Virtual Appliance and then click Next.

T — TR SRS e i)

(%) Deploy OVF Template

Datastore
Where do you want to store the virtual machine files?

Source Select a datastore in which to store the VM files:

OVF Template Details

i e Name | Capacity | Provisioned | Free [ Type | Thin Provisioning | Access
read ek [D5_8] 926.00 GB. 31876 45203GB VMFS  Supported single
Resource Pool [Ds_4) 926.75 GB 255TB 46036 GB VMFS Supported single
Datastore [Ds_8_1] 930.75 GB 536TE  303.91GB VMFS Supported single

Disk Format
Network Mapping
Ready to Complete

|| Help < Back | Next > I Cancel
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Step 11 In the Disk Format screen, select the format in which to store the virtual disks for the
SonicWALL GMS Virtual Appliance. Select either Thin provisioned format or Thick
provisioned format, and then click Next.

= = = =
() Deploy OVF Template = [penlEH]

Disk Format
In which format do you want to store the virtual disks?

Source

OVF Template Details

End User License Agreement
Dame and Location
Resource Pool

Datastore Select a format in which to store the virtual machines virtual disks:
Disk Format
Network Mapping
Ready to Complete

Information about the selected datastore:
Name: D58
Capacty:  926.0GB
Freespace:  452.0GB

% Thin provisioned format

The storage is allocated on demand as data is written to the virtual disks, This is
supported only on VMFS3 and newer datastores. Other types of datastores might
create thick disks.

Estimated disk usage: 668.6 MB

€ Thick provisioned format
All storage s allocated immediately.
Estimated disk usage: 250.0 GB

Help < Back | Next > I Cancel |

Step 12 In the Network Mapping screen, select the networks in your inventory to be used for the
SonicWALL GMS Virtual Appliance, and then click Next.

(2 Deploy DVF Template - T —. [

Hetwork Mapping
Vihat networks should the deployed template use?

Source
OVF Template Detals Map the networks used in this OVF template to networks in your inventory

End User License Agreement

Name and Location Saurce Networks | DestinationNetwarks
Resource Pool Brided JLan - 192.168.6.0 /24 -1
Datastore ——

LAN - 192, 168.6.0 /24
Disgk Format WAN - 10.208.111.0 /24
Network Mapping
Ready to Complete

Desaription:

The Bridged network

| Help <Back | Next > I Cancel
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Step 13 In the Ready to Complete screen, review and verify the displayed information. To begin the

deployment with these settings, click Finish. Otherwise, click Back to navigate back through
the screens to make a change.

r — ——— [PEEER )
) Deploy OVF Template - - E=SEalTx

Ready to Complete

Source
OVF Template Details

Are these the options you want to use?

Vihen you dlick Finish, the deployment task will be started.
De

End User License

settings:

MName and Location
Resource Pool

QVF file:
Download size:

1110.202.2. 104\Releasedsuilds \GMS\GMSVP 6.0 Virtual Appliance (Build 6022, 1243]
237.9M8

Disk Format:

Size on disk: 668.6 MB
Datastore Name: GMSVP - Virtual Appliance - 250GB
Disk Format Folder: Discavered virtual machine
Network Mapping Host/Cluster: 10,208, 111,150
Ready to Complete Resource Pool: GMS - 10.208.111.170 NET
Datastore: Ds_8

Thin Provisioning

Estimated disk usage: 663.6 MB
“Bridged” to "WAN - 10.208.111.0 /24"

[Network Mapping:

0 ] B

Help

< Back | Finish I

Cancel

The Deploying dialog box shows the progress.

(5 1% Deploying GMSVP - Virtual Appliance - ... =R =0

Deploying GMSVP - Vitual Appliance - 250GE

Deploying disk 1 of 1from
W10.202

.2.104"ReleasedBuilds"GMS“GMSVP 6.0 Vitual Appliance
(Build 6022 1243)\sw_gmsvp_vm_eng_6.0.6022.1243 250GBdisk 1.v...

Cancel

%

Step 14 In the Deployment Completed Successfully dialog box, click Close.

The name of the new SonicWALL GMS Virtual Appliance appears in the left pane of the

vSphere window.

=[] veenter eng.soricwall.com
# @ Bangalore
= [ 5an Jose

+ iﬂ Engineering Services

=P on

[ 36-Test
# [ Application QA
® [ coP

2

Global Manager
= [ 10.zo8.111.180
= @ 1.zoe11z140
% @ SanJose
= @ 2 Tech-Pubs
= @ 1MB-Datastare

{51 [GMSWP - Wirtual Appliance - 250GE

@ 4ME-Datastore
w [ Mulifunction
@ [ System Team

% ) Usabilty Group
# [ GumLab

# [y um
# [ Seattle
# [ shanghai

GMSYP - ¥irtual Appliance - 250GB

Getting Started W&

What is a Virtual Machine?

Avirtual machine is a software computer that, like a
physical computer, runs an operating systerm ancd
applications. An operating system installed on a virtual
machine is called a guest operating system

Because every virtual machine is an isolated computing
ervironment, you can use virtual machines as desktop or
workstation environments, as testing environments, or to
consolidate server applications

In vCenter Server, virtual machines run on hosts or
clusters. The same host can run many virtual machines

Basic Tasks
[» Power on the virtual machine

5 Edit virtual machine settings
4

Basic Tasks and Host Configuration on page 25.

see Registering and Licensing on page 31.

vSphe

Installing and Upgrading

Step 15 To power on the virtual appliance and complete required host configuration, see Performing

Step 16 After completing the basic tasks and host configuration, register and license SonicWALL GMS,
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Upgrading From an Earlier Version of Dell
SonicWALL GMS

The Dell SonicWALL GMS Virtual Appliance can be upgraded from 7.1 to 7.2, but cannot be
directly upgraded from GMS versions earlier than 7.1. To upgrade the GMS Virtual Appliance
from a version earlier than 7.1, you need to upgrade to major versions of GMS until you reach
7.1, then you can upgrade to GMS 7.2. For the GMS Virtual Appliance deployments, upgrading
can be done on the System > Settings page.

In a distributed environment, stop all GMS services on all GMS servers before doing an
upgrade. You must upgrade all GMS servers in your deployment to the same version of GMS.
For example, you cannot have some servers running version 7.1 and others running 7.2.

To upgrade, complete the following steps:

Step 1 Download the respective file from the MySonicWALL.com Software Download Center to your
workstation: sw_gmsvp_vm_eng_7.2.xxxx.yyyy.gmsvp-updater.64bit.sh (where “xxxx”
represent the exact version numbers)

Step 2 Open the GMS Virtual Appliance console.

Step 3 Navigate to the System > Settings page.

Step 4 Click Browse, navigate to the location where you saved the previous file, and then select it.
Step 5 Click Apply to begin the firmware upgrade installation.

24 | Dell SonicWALL GMS 7.2 Virtual Appliance Getting Started Guide



Chapter 3

Performing Basic Tasks and Host
Configuration

This section describes how to power on and configure basic settings on the Dell SonicWALL
GMS Virtual Appliance, including virtual hardware settings and networking settings.

The following tasks are required to configure your SonicWALL GMS Virtual Appliance before
registering it:

1. Power the Virtual Appliance On on page 25

2. Configure Host Settings on the Console on page 26

3. Configure Host Settings on the Appliance Management Interface on page 27
This chapter also contains information on:

e Viewing the Settings Summary on page 29
e Editing The Virtual Machine Settings on page 30

Power the Virtual Appliance On

There are multiple ways to power the Dell SonicWALL GMS Virtual Appliance on (or off).
To power the virtual appliance on (or off), complete one of the following steps:
« Right-click the SGMS Virtual Appliance in the left pane and navigate to Power > Power On
(or Power > Power Off) in the right-click menu.

« Select the GMS Virtual Appliance in the left pane and then click Power on the virtual
machine (or Shut down the virtual machine) on the Getting Started tab in the right pane.

¢ Select the GMS Virtual Appliance in the left pane and then click Power On (or Shut down
guest) on the Summary tab in the right pane.
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Configure Host Settings on the Console

After powering on the GMS Virtual Appliance, complete the following steps to open the console
and configure the IP address and default route settings:

Step 1 In vSphere, right-click the GMS Virtual Appliance in the left pane and select Open Console in
the right-click menu.

= @ = Tech-Pubs ervironment, you can use
= @ 1ME-Datastore workstation environments, 2
ﬁ |G|v|5\.'p - Virtual Appliance - 250GE | comealiclato som e s it
@& 4MB-Datastore Power »
TMultifunction Guest »
Syskem Team Snapshat »
ability Group =
m Lab |L’ Open Console [,
My
M G Edit Settings...
’1ai B migrate...
ﬁ.ﬁ' Clone...

Step 2 When the console window opens, click inside the window, type snwicli at the login: prompt and

then press Enter. Your mouse pointer disappears when you click in the console window. To
release it, press Ctrl+Alt.

Etarting pid 3956, tty ’'~dev-sttyl’: ’roptrusasbinssnwl-getty’

FIENNNEIIINNNSS

» 5 »mmbbbbbb11111111111111111111111bbbbbnm, ,,

PPPP111111111bn,
“TTPP1111111bm,
“PP111111b,
1111111:
L1111P1.
opyright (c) 2004 SonicWALL, Inc. JBIPFI”

aall

his is snul.example.com (Linux i686 2.6.23.8-snwl-UMlare) 21:43:54
Enul .example.com login: snuwlcli_

Step 3 The console might display warning messages that can be ignored, and then displays a second
Login: prompt. Type admin at the Login: prompt and press Enter, and then type password at
the Password: prompt and press Enter. The “SNWLCLI>" prompt is displayed.

This is snwl.example.com (Linux i686 2.6.23.8-snwwl-UMlare) 21:43:54

lsnwl .example.con login: snwlcli

etcsconf.dsusa: line Z22: ulimit: open files: cannot modify limit: Operation not
pernitted

etcsconf.dsusa: line 23: ulimit: max user processes: cammot modify limit: Opera
ion not permitted

Login: admin

[Password :

[SNULCLI>

Step 4 Configure the local IP address for the virtual appliance by typing the following command,
substituting your IP address and subnet mask for the values shown here:

interface eth0O 10.208.112.175 255.255.255.0

You can also configure IPv6 address at this step by using the interface command. Or, use the
/appliance (System) interface Network > Settings screen to do the IPv6 configuration.
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Step 5

Step 6

Configure the default route for the virtual appliance by typing the following command,
substituting your gateway IP address for the value shown here:

route --add default --destination 10.208.112.1

You can test connectivity by pinging another server or your main gateway, for example:
ping 10.208.111.1

ping 10.0.0.1

Press Ctrl+c to stop pinging.

Type exit to exit the CLI, and close the console window by clicking the X.

Configure Host Settings on the Appliance
Management Interface

Note

Step 1

Step 2

Step 3

After configuring the IP address and default route settings on the GMS Virtual Appliance
console, the next steps are to change the admin password and configure host name, network,
and time settings in the appliance management interface. The password is changed during the
login process, and the Host Configuration Tool changes the other settings.

The Host Configuration Tool is a wizard that takes you through several basic steps to get your
GMS Virtual Appliance configured for your network.

The wizard starts automatically after you log in for the first time and change the admin
password. You can cancel the wizard at this time that leaves the default configuration on the
virtual appliance and prevents the wizard from automatically starting again.

If you log out of the appliance management interface without actually cancelling the wizard,
it starts automatically on your next login.

You can manually start the wizard at any time by clicking Wizards at the top-right corner of
the page.

To complete host configuration for the virtual appliance, complete the following steps:

Launch a browser and enter the URL of the virtual appliance, such as:
http://10.208.112.175

On the appliance interface login page, type in the default credentials and then click Submit to
log in.

The default credentials are:
User—admin
Password—password

The first time you log in to the appliance, you must change the password. The login page re-
displays with the default login credentials pre-populated. Enter a new password for the admin
account in the New Password field, and enter it again in the Confirm New Password field.
Click Submit.
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Note

Step 4
Step 5

Step 6

Step 7

Step 8

Step 9

Note

The new password must be at least seven characters.

Be sure to save or write this password down in a secure location, as it is encrypted and is
difficult to recover if you forget it.

The Host Configuration Tool wizard starts automatically. In the Introduction screen, click Next.

In the Network Settings screen, configure the following network settings for the GMS Virtual
Appliance, and then click Next:
« Name — A descriptive name for this virtual appliance
e Domain — In the form of “sonicwall.com”; this domain is not used for authentication
* Host IP Address — The static IP address for the ethO interface of the virtual appliance
e Subnet Mask — In the form of “255.255.255.0"

« Default Gateway — The IP address of the network gateway — this is the default gateway
and is required for networking purposes.

« DNS Server 1 — The IP address of the primary DNS server
« DNS Server 2 (Optional) — The IP address of the secondary DNS server

In the Time Settings screen, select values for the following system settings on the virtual
appliance, and then click Next:

« Time (hh:mm:ss) — Hours, minutes, and seconds of current time; this field is disabled if the
NTP option is selected
« Date — Month, day, and year of current date; this field is disabled if the NTP option is
selected
« TimeZone — Select from the drop-down list
¢ Settime automatically using NTP — Select this checkbox to use an NTP server to set the
virtual appliance time; a default NTP server is pre-configured
In the Summary screen, verify the settings. Click Back to make changes on a previous screen,
or click Apply to accept the settings.

A dialog box warns you that the virtual appliance is rebooting. Click OK.

Windows Internet Explorer g|

'E ‘fou are about to make changes to the following settings(s):

- DNS server(s)

This action would restart the web server, disconnecting the browser for a moment.,
- Time

This action would require a reboot on the appliance for the changes ko take effect, disconnecting the
browser for a moment.

Wait for the settings to be applied, possibly for a few minutes. The screen displays a progress
bar until it finishes, and then displays the status.

If you modified the DNS settings, the services on the appliance restarts when the changes
are applied, causing a momentary connectivity loss to the Web server. Your browser is
redirected to the appliance management interface login page.

If you modified the Time settings, the virtual appliance will reboot. Use your browser to
reconnect to the appliance management interface.
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Viewing the Settings Summary

&

Note This page might incorrectly indicate that VMware Tools are not installed.

When the Dell SonicWALL GMS Virtual Appliance is selected in the left pane, the Summary tab
of the vSphere interface displays pertinent information such as memory, powered on/off state,

hard disk storage usage, network subnet settings, and other settings.

A short list of commands are also provided on this page, including the Power On and Edit

Settings.

When using vSphere with vCenter Server, the Migrate and Clone commands are also available.

GMS_¥M_Agent_250GB

ts ' Alarms ole

Resources

Resource Allocation | Performance
General
Guest OS5t Other (32-bit)
WM Yersion: 7
P ZwiZPU
Mermary 3168 MB
Memary Owerhead:  223.57 MB
WMware Tools: Mot installed
IP Addresses:
DS Mame:
Srake: Powered Off
Hast: 10.208.112.140
Active Tasks:
Commands
[p Poweron
(3 Edit Settings
E@ Migrate

A8 Clone ta New Yirtual Machine

A0 Conwert ta Template

| Annotations

# Edit |

Consumed Host CPL:
Consumed Host Memary:
Active Guest Memory:

Provisioned Storage:
Mot-shared Storage:
Used Storage:
Datastare

8 datastore_imb
J

MNetwork
B WANI0Z0S.112.0 .,

4

0MHz

0.00 MB

0.00 MB

Refresh Storage Usage

253.09GB

250.00 GB

250,00 GB

Status Capacity F
& Hormal 460.75GE 1982

Type Stat
Standard switch netwaork &

' >
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Editing The Virtual Machine Settings

You can use the vSphere client to edit settings for the Dell SonicWALL GMS Virtual Appliance,
including memory, CPUs, descriptive name, datastore, and resource allocation.

To edit virtual machine settings:

Step 1 Inthe vSphere client, right-click the GMS Virtual Appliance in the left navigation pane and select
Edit Settings from the right-click menu.

Step 2 In the Virtual Machine Properties window, the Hardware tab displays the settings for memory,
CPU, hard disk, and other hardware. Click on the row in the table to access the editable settings
in the right pane.

[ GMSYP - Virtual Appliance - 250GB - Virtual Machine Properties

Hardware ]Options ] Resources ] Wirtual Machine Version: 7
Memory Configuration
I Show &l Devices add...
255 GB Memory Size: 3168 = 'E‘
Hardware Summary 125 GB
— M Maximum recommended For this
B Memory MBS 4 guest 0%: &4 GB,
d crus z £ GE[Hs )
d q d q Maximum recommended For best
[ video car Wideo car B A performance: 3964 MEB,
WMCT devi Restricted I
= .ewce .es e Pf Default recommended For this
&= Harddisk 1 Wirtual Disk 16 GEH 4l guest O5: 256 MB.
BB Metwark adapter 1 WAN 10.208.112.0 f24 Minimum recommended For this
8 GB 4 guest 0S: 32 MB.
4GB Hy
266 H
1 GEH
512 MBEH
256 MB =1
125 MEH
&4 MB H
32 MB ==
16 MEB H
5 MBE H
4 MY
Help o4 | Cancel |
Z)

Step 3 Click the Options tab to view and edit the GMS Virtual Appliance name, location (datastore),
guest power management (for standby), and other settings.

Step 4 Click the Resources tab to view and edit the resource allocation settings.
Step 5 When finished, click OK.
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Chapter 4

Registering and Licensing

All instances of SonicWALL GMS must be registered and licensed before use. This requirement
applies to both single server deployments or distributed deployments on multiple servers, to
fresh or upgraded installations, and to Virtual Appliance installations on Windows servers or to
SonicWALL UMA appliances.

This section contains the following subsections:

* Registering / Licensing After a Fresh Install on page 31
* Registering Associated Servers in a Distributed Deployment on page 33

Registering / Licensing After a Fresh Install

Note

Step 1

Note

Dell SonicWALL GMS registration is completed using the Universal Management Host (UMH)
system interface. When installing the Universal Management Suite on a server, or host, a Web
server is installed to provide the UMH system interface. The system interface is available by
default after restarting the system at: http://localhost/

To complete registration, the system must have access to the Internet and you must have a
MySonicWALL account. The Dell SonicWALL License Manager, available on the System >
Licenses page of the UMH system interface, allows you to log in and enter your registration
information on MySonicWALL.

MySonicWALL registration information is not sold or shared with any other company.

To register and license Dell SonicWALL GMS on this server, complete the following steps:

Double-click the Universal Management Suite desktop icon or open a Web browser and enter
http://localhost/ to launch the UMH system interface.

If you specified a custom port (a port other than the default port 80), modify the URL as
follows: http://localhost:<port>/.

For example, if you specified port 8080, the URL would be: http://localhost:8080/.
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Step 2 The login page loads by default in English, type admin in the User field, and password in the
Password field and then click Submit. GMS includes language support for English, Japanese,
Simplified Chinese, Traditional Chinese. Click the language of your choice at the bottom of this

page.
SonicWALL | GMS Login
£ Please login
User
Password
English | B | iz | gRsx | #29]

Step 3 The Login page reloads to force a password change. Type a new password into both the New
Password and Confirm New Password fields, and then click Submit.

Step 4 If the software detects that the Windows Firewall is enabled on the system, a warning dialog
box is displayed on top of the System > Status page. To receive syslog and SNMP packets,
either disable the Windows Firewall or configure it to open these ports (default syslog port is
UDP 514 and default SNMP port is UDP 162). When ready, click OK.

Step 5 Optionally, you can select Perform this check after 30 days if you do not plan to disable the
Windows Firewall immediately, and do not wish to see this warning every time you login. The
check for Windows Firewall cannot be disabled completely, and if you leave it running you will
see this alert after the 30-day delay. You can repeat the delay as many times as needed.

.fi\. Windows Firewall - Alert!

Please check Windows Firewall settings on the GMS/ViewPoint
Server.

IF windows Firewall is enabled on wour server, Syslog and SMMP
packets will not be collected by the product, which will affect the
Management, Alerting and Reporting Functionalities of the
product.

Please open "windows Firewall' in Contral Panel ko check the
status of Windows Firewall, Make sure yvou have either disabled
‘windows Firewall software on the Server, or unblocked Syslog
(twpically UDP 514) and SMMP (UDP 162) packets.

Click QK only after vou have undertaken these steps,

™ Perform this check after 30 davs.,

Step 6 On the System > Status page, the Registration Pending notification across the top of the
screen indicates that the system is not registered, the Serial Number status is UNKNOWN, and
the License status displays Not Licensed. To begin registration, click Register in the top, right
corner.

Step 7 Onthe License Management page, type your MySonicWALL user name and password into the
appropriate fields and then click Submit.
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Note If you do not have a MySonicWALL account, you must create one before continuing. Click
the link to create a MySonicWALL account.

Step 8 On the second License Management page, type your 12-character software serial number into
the Serial Number field and your authentication code into the Authentication Code field.

Note If this is the first Dell SonicWALL GMS Virtual Appliance that you are registering in a multi-
server deployment, the Serial Number and Authentication Code you received from your Dell
SonicWALL sales representative is entered here. As you add more instances of Dell
SonicWALL GMS Virtual Appliance on Windows Server systems to the distributed
deployment, use the same serial number used for the installation of the first GMS Windows
Software or Dell SonicWALL UMA appliance. You can use the GMS Windows serial number
to register associated servers if it is a full-retail GMS serial number, but not a Demo or Free
Trial GMS serial number. See Registering Associated Servers in a Distributed Deployment
on page 33.

Step 9 Type a friendly name for the system into the Friendly Name field. The friendly name is
displayed on MySonicWALL to more easily identify the installation on this system.

Note If this is the first Dell SonicWALL GMS Virtual Appliance that you have registered in a multi-
server deployment, the Friendly Name for this system is also used as the name for the
distributed deployment. See Registering Associated Servers in a Distributed Deployment on
page 33.

Step 10 Click Submit.

Step 11 The License Management page displays a completion screen. Click Continue. The license
summary information displays.

Step 12 After registration, the next step is to select the role for this GMS server. Continue with the
procedure described in Using the Role Configuration Tool on page 36.

Registering Associated Servers in a Distributed
Deployment

When you have a distributed Dell SonicWALL GMS deployment involving more than one Dell
SonicWALL UMA EM5000 appliance or Virtual Appliance instance of GMS, you can associate
these components during the registration process. A MySonicWALL account is required. In a
distributed deployment, Dell SonicWALL GMS must be registered and licensed on each server
and associated with the initially registered instance of GMS. This is accomplished by entering
the serial number of the primary instance of Dell SonicWALL GMS when registering each
subsequent server in the distributed deployment.

When the primary instance of Dell SonicWALL GMS is a Dell SonicWALL UMA EM5000
appliance, you can download the UMS installer from MySonicWALL, so that you can install
UMS on Windows systems to be used in the distributed deployment. When registering the
Virtual Appliance instances of Dell SonicWALL GMS, use the serial number of the Dell
SonicWALL UMA appliance.
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Note

Step 1
Step 2

Step 3

Step 4
Step 5
Step 6

The base 10-node or 25-node management license is not automatically increased when
additional servers are associated with an existing Dell SonicWALL GMS deployment. You
can purchase additional node licenses on MySonicWALL.

To register a Dell SonicWALL GMS instance as an associated server in an existing GMS
deployment, complete the following steps:

In a browser, log in to the system management interface and click Register.

On the License Management page, enter the same MySonicWALL user name and password
that you used when registering the primary instance of GMS into the appropriate fields and then
click Submit.

On the second License Management page, do one of the following:

e Type the 12 character serial number of the primary GMS into the Serial Number field and
type the authentication code of the primary GMS into the Authentication Code field. The
primary GMS must already be registered.

« |f adding a UMA EM5000 appliance as a secondary member of a distributed deployment,
the License Manager automatically populates the Serial Number field. You have the
opportunity to add this unit to the existing deployment in a later step.

« If you have an eight character serial number because you upgraded this distributed
deployment from a previous version of GMS, click the Click here if you have an 8
character Serial Number link and enter the eight character serial number of the primary
GMS.

Type a descriptive name for the system into the Friendly Name field. Click Submit.
In the License Management completion screen, click Continue.

After registration, the next step is to select the role for this GMS server. Continue with the
procedure described in Configuring UMH Deployment Options on page 35.
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Chapter 5
Configuring UMH Deployment Options

The role that you assign to your Dell SonicWALL GMS defines the Universal Management Suite
services that it provides. The Dell SonicWALL GMS uses these services to do management,
monitoring, and reporting tasks.

Your Dell SonicWALL GMS can be deployed in any of the following roles:

e Allin One

« Database Only

« Console

e Agent

¢ Monitor

« Syslog Collector

e Flow Server

e Allin One - Flow Server (Demo Mode Only)

Deployment Considerations

¢ In the UMH system interface, clicking Details in the same row as a role provides a list of
the services that run on a system in that role, and information about using the role.

¢ As the number of managed appliances increases, a more distributed deployment provides
better performance. To manage large numbers of Dell SonicWALL appliances, you can use
several Dell SonicWALL GMS instances operating in different roles in a distributed
deployment. These instances can run on Windows Server machines or on Dell SonicWALL
UMA appliances.

¢ You can include the MySQL database installation with any role. The All In One or Database
Only roles automatically include the MySQL database. Only one server in a Dell
SonicWALL GMS deployment should have the MySQL database included in its role.

¢ You can scale your deployment to handle more units and more reporting by adding more
systems in the Agent role. Agents provide built-in redundancy capability, meaning that if an
Agent goes down, other Agents can do the configuration tasks and other tasks of the Agent
that went down.

« When configuring the role for the first appliance in a distributed deployment, you should
either include the database or be prepared to provide the IP address of an existing
database server.

You can meet this database objective in one of the following ways:

— By selecting a role that includes the database automatically, such as All In One or
Database Only

— By selecting Include Database (MYSQL) if configuring the system with any other role

— By setting up a compatible database on another machine and providing that IP address
when prompted
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Using the Role Configuration Tool

The Role Configuration Tool is a wizard that guides you through the process of defining the
deployment role for Dell SonicWALL GMS. Your system must be registered and licensed for
Dell SonicWALL GMS to run the Role Configuration Tool.

There are two ways to access the Role Configuration Tool:
« After the appliance is registered and licensed for GMS, the System > Status page of the
appliance management interface provides a link to the wizard.

e The Wizards button in the top right corner of the page provides access to the Role
Configuration Tool.

To use the Role Configuration Tool, complete the following steps:

Step 1 Log in to the appliance management interface and navigate to the System > Status page.
Step 2 Click the Click here link at the top of the page.
Step 3 In the Introduction page of the Role Configuration Tool, click Next.

Step 4 In the Setup Type page, select Yes if you are adding this system to an existing GMS
deployment. Selecting Yes indicates to the wizard that there is an existing GMS database on
another server. Select No if this system is part of a new GMS deployment or is the only system
in your GMS deployment. Click Next.

If you selected Yes, skip step 5 and proceed to step 6.

Step 5 In the Deployment Type page, select Yes if this system is the only GMS server in the
deployment, or select No if there are multiple GMS servers. Click Next.

Step 6 In the Role Configuration page, select the desired role for this system and select Include
Database (MYSQL) if you want to configure a GMS database on this system. Click Next.

Step 7 The list of roles on this page varies depending on your previous selections such as whether this
system is part of an existing GMS deployment and if it is a single-server or part of a multi-server
deployment. Neither the Database Only nor the Include Database (MYSQL) options are
available if this system is part of an existing deployment.

Step 8 In the Database Configuration page, enter the database parameters that are required for the
selected role. The database fields varies depending on your previous selections.

Step 9 Certain fields are prepopulated if you made a choice of role that automatically includes the
MySQL database or if you chose Include Database (MYSQL).

Step 10 For a MySQL instance, additional fields are available for configuring the database administrator
credentials. The Administrator Credentials fields are only displayed and editable in the
following circumstances:

e The Database Type is MySQL

¢ Include Database (MYSQL) is selected either manually or automatically for the chosen
role

« The Database Host field is set to localhost and is not editable

When these conditions are met, the administrator password is required to create a regular
access user account for the GMS application.
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If you selected a role that does not include the MySQL database, you have the option of
configuring the use of a SQL Server database in this screen.
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Note the following when selecting values for these fields:

« Database User — Do not use any special characters, and do not use 'sa’, 'root’, or 'admin’.
« Database Password — Do not use any special characters.
e Admin Login — If using MySQL, the default Admin Login is 'root'. This cannot be changed.
< Admin Password — Do not use any special characters.

Step 11 When finished entering the database parameters, click Next.

Step 12 In the Other Configuration page, the fields vary depending on the selected role, as follows:

e Gateway Parameters — Required for All in One, Console, and Agent roles
+ Syslog Server Parameters - Required for All in One, Console, Agent, and Syslog Collector

roles

*« SMTP Parameters - Required for All in One and Console roles

Step 13 Enter the GMS Gateway IP address and connection password, if you are using a GMS
gateway. Leave these fields empty if you are using HTTP/HTTPS to connect to the managed

appliances.

Step 14 In the Syslog Server Port field, type in the port used for receiving syslog messages or accept
the default of 514.

Step 15 For access to email on this system, including the ability to send email alerts, type the mail
server |IP address into the SMTP Server field and enter valid email addresses for the Sender

Address and Administrator Address. Click Next.
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Step 16 In the Summary page, verify that all parameters are correct. Click Back to make changes on a
previous screen, or click Apply to accept the settings.

Rale Configuration Toaol

Intraduction Step 8. Summary
Setup
Setup type Existing Setup Mo
Deployment
Deployment Multi Server

Dieployment bype Role Configuration

Role Database Only
Database Configuration
Database Type MYSOL
Role configuration Database Host localhost
Database Port 3306
Database User ams
Database Password B iy
Database configuration Database Driver com.mysql,jdbe, Driver
Database URL jdbe:mysgl:flocalhost : 3306
Datahase Admin Liser oot

Database Admin Password s
Redundancy
Ta apply these settings, click Apply.

Other configuration

Summary

‘ < Back. | | Apply | | Cancel ‘

Step 17 Wait for the settings to be applied. The screen displays a progress bar until it finishes, and then
displays the status. This phase can take up to 10 minutes, especially if the database was
included in the deployment.

Step B. Summary

Applying Role Configuration Settings

Please Walt...

Step 18 Click Close to exit the Role Configuration Tool.
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Manually Configuring the System Role

You can configure the role of the Dell SonicWALL GMS system without using the Role
Configuration Tool. All role configuration is completed in the UMH system interface, available
at the URL: http://<IP address>:<port>/appliance/

&

Note

Dell SonicWALL recommends that you use a multi-system distributed deployment in
production environments, with the database on a dedicated server and the other services
on one or more systems. When only one other system is deployed, the Console role should
be assigned to it.

Refer to the following sections for instructions on manually configuring the system role:

Configuring the All In One Role on page 39
Configuring the Database Only Role on page 40
Configuring the Console Role on page 40
Configuring the Agent Role on page 41
Configuring the Monitor Role on page 42
Configuring the Event Role on page 42
Configuring the Syslog Collector Role on page 43
Configuring the Flow Server Role on page 43
Configuring the All in One-Flow Server (Demo Mode Only). on page 44
Configuring the Gateway on page 45

Configuring Database Settings on page 47
Configuring Deployment Settings on page 48

Configuring the All In One Role

The All In One role is used for demonstrating functionality in test environments, it should not be
used in production environments.

The All In One role provides all services utilized by Dell SonicWALL GMS:

Syslog Collector
Reports Scheduler
Update Manager
Reports Summarizer
SNMP Manager
Scheduler
Monitoring Manager
Web Server
Database

Flow Server

To Configure the Gateway settings for this role, refer to Configuring the Gateway on page 45.
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Configuring the Database Only Role

The Database Only role is used in a multi-server Dell SonicWALL GMS deployment. In this role,
the server is configured to run only the database service. Dell SonicWALL recommends that
one of the servers in a multi-server GMS deployment is assigned a Database Only role.

Host Role Configuration

Single Server Configuration

O allinone Details

Multi-Server Configuration(s)

Details

O Console Details
@] Agent Details
O Reparts Summarizer Details
O Monitor Details
O Event Details
@] Syslog Collector Details

Include Database {MYSQL)
Include Redundancy

Database Configuration

Only the Universal Management Suite Database service runs on a Database Only system.

The MySQL database engine is pre-installed along with the Dell SonicWALL GMS installation.
Dell SonicWALL GMS can also use a MySQL database or a Microsoft SQL Server database
installed on a server. Only the MySQL database included in the installer is supported. On the
Deployment > Role page in the Dell SonicWALL GMS Virtual Appliance appliance
management interface, you can configure your Dell SonicWALL GMS systems to use either a
MySQL or a SQL Server database.

To deploy your Dell SonicWALL GMS Virtual Appliance in the Database Only role, complete the
steps described in the Configuring Database Settings on page 47.

Configuring the Console Role

The Console role is used in a multi-server, distributed Dell SonicWALL GMS deployment. In this
role, the Dell SonicWALL GMS installation runs all Universal Management Suite services
except for the Database service. In this scenario, the Database role is assigned to a separate
appliance or server.

In the Console role, the Dell SonicWALL GMS Virtual Appliance behaves as an Agent, and also
provides the following functions:

« Provides Web user interface for the Dell SonicWALL GMS application

« Emails Scheduled Reports

* Performs Event Management tasks

» Performs various periodic checks, such as checking for new appliances that can be
managed, checking for new firmware versions of managed appliances, and similar
functions

To Configure the Gateway settings for this role, refer to Configuring the Gateway on page 45.
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Configuring the Agent Role

The Agent role can be used in a distributed deployment of Dell SonicWALL GMS. The primary
functions of this role include the following:

¢ Manages units by acquiring them, pushing configuration tasks to the units and tracking their
up/down status
¢ Performs monitoring based on ICMP probes, TCP probes, and SNMP OID retrievals
¢ Collects and stores syslog messages
e Performs report summarization
The following Universal Management Suite services run on an Agent system:
¢ Syslog Collector
¢ Reports Summarizer
¢ SNMP Manager
e Scheduler
« Monitoring Manager

To Configure the Gateway settings for this role, refer to Configuring the Gateway on page 45.

Configuring the Reports Summarizer Role

Step 1

Step 2

Step 3
Step 4

Step 5

The Reports Summarizer role is used to dedicate a server for doing only summarization of
reports in a multi-server Dell SonicWALL GMS deployment. Syslogs collected by the Syslog
Collector service are consumed by the Reports Summarizer service to create generate reports.
In such a deployment, it is essential that the Syslog Collectors running on various GMS Servers
write syslogs to folders that are accessible by Reports Summarizer systems.

The following services run on a Summarizer system:

¢ Dell SonicWALL Universal Management Suite - Reports Summarizer
¢ Dell SonicWALL Universal Management Suite - Web Service Server

To deploy your Dell SonicWALL GMS Virtual Appliance in the Reports Summarizer role,
complete the following steps in the appliance management interface:

Navigate to the Deployment > Role page. Under Host Role Configuration, select Reports
Summarizer.

Multi-Server Configuration(s)

O Database Only Details
O Console Details
@] Agent Details
@ Reparts Summarizer Details

To include the MySQL database on this system, select Include Database (MYSQL). To use a
MySQL or Microsoft SQL Server database on another system, do not select this checkbox.

Configure the database settings as described in the Configuring Database Settings on page 47.

Configure the Web port settings as described in the Configuring Web Port Settings section, on
page 48.

To apply your changes, click Update.
To change the settings on this page back to the defaults, click Reset.
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Configuring the Monitor Role

The Monitor role is used to dedicate the Dell SonicWALL GMS installation to monitoring
appliances and applications in a multi-server GMS deployment. The monitoring is based on
ICMP probes, TCP probes, and SNMP OID retrievals.

Only the Universal Management Suite Monitoring Manager service runs on a Monitor system.

To deploy your Dell SonicWALL GMS Virtual Appliance in the Monitor role, complete the
following steps in the appliance management interface:

Step 1 Navigate to the Deployment > Role page. Under Host Role Configuration, select Monitor.

Multi-Server Configuration(s)

O Database Only Details
O Console Details
@] Agent Details
O Reparts Summarizer Details
@ Monitor Details
O Event Details
O Syslog Collector Details

[ include Database (MYSCL)

Step 2 To include the MySQL database on this system, select Include Database (MYSQL). To use a
MySQL or Microsoft SQL Server database on another system, do not select this checkbox.

Step 3 Configure the database settings as described in the Configuring Database Settings on page 47.
Step 4 Configure the Web port settings as described in the Configuring Web Port Settings on page 48.

Step 5 To apply your changes, click Update.
To change the settings on this page back to the defaults, click Reset.

Configuring the Event Role

The Event, or Event Management, role of a GMS Server is used to dedicate a server for doing
only event-based alerting of appliances and applications in a multi-server Dell
SonicWALL GMS Virtual Appliance deployment.

The following services run on an Event Management system:

¢ Dell SonicWALL Universal Management Suite - Event Manager
* Dell SonicWALL Universal Management Suite - Web Service Server

To deploy your Dell SonicWALL GMS Virtual Appliance in the Event role, complete the following
steps in the appliance management interface:

Step 1 Navigate to the Deployment > Role page. Under Host Role Configuration, select Event.

Multi-Server Configuration(s)

O Database Only Details
O Console Details
@] Agent Details
O Reparts Summarizer Details
O Monitor Details
@ Event Details
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Step 2

Step 3
Step 4
Step 5

To include the MySQL database on this system, select Include Database (MYSQL). To use a
MySQL or Microsoft SQL Server database on another system, do not select this checkbox.

Configure the database settings as described in the Configuring Database Settings on page 47.
Configure the Web port settings as described in the Configuring Web Port Settings on page 48.

To apply your changes, click Update.
To change the settings on this page back to the defaults, click Reset.

Configuring the Syslog Collector Role

Step 1

Step 2

Step 3

Step 4
Step 5
Step 6

The Syslog Collector role can be assigned to a Dell SonicWALL GMS server in a multi-server
deployment of GMS. In this role, the Dell SonicWALL GMS server is dedicated to collecting
syslog messages on the configured port (by default, port 514). The syslog messages are stored
in the Dell SonicWALL GMS server file system.

The syslog messages are used by the Reports Summarizer service running on another Dell
SonicWALL GMS server or Dell SonicWALL UMA EM5000 in the distributed deployment. The
folder where the Syslog Collector server stores the syslog messages must be accessible by the
server running the Reports Summarizer service.

Only the Universal Management Suite Syslog Collector service runs on a Syslog Collector
system.

To deploy your Dell SonicWALL GMS Virtual Appliance server in the Syslog Collector role,
complete the following steps in the UMH system interface:

Navigate to the Deployment > Role page. Under Host Role Configuration, select Syslog
Collector.

&) Syslog Collectar Details
Syslog Server Pork: 514

If this Dell SonicWALL GMS server listens for syslog messages on a non-standard port, type
the port number into the Syslog Server Port field. The default port is 514.

To include the MySQL database on this system, select Include Database (MYSQL). To use a
MySQL or Microsoft SQL Server database on another system, do not select this checkbox.

Configure the database settings as described in the Configuring Database Settings on page 47.
Configure the Web port settings as described in the Configuring Web Port Settings on page 48.

To apply your changes, click Update.
To change the settings on this page back to the defaults, click Reset.

Configuring the Flow Server Role

The Flow Server role can be used in a distributed deployment of Dell SonicWALL GMS. The
primary functions of this role include the following:

* Collect and stores flows from the firewalls
e Performs report summarization
The following Universal Management Suite services run on an Agent system:

¢ Dell SonicWALL Universal Management Suite - Flow Server
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The single service that runs in this role is Dell SonicWALL Universal Management Suite - Flow
Server. The flows are collected and stored in internal databases. To be able to create reports
out of these flows, you need to have a GMS server in this deployment with a minimum version
of 7.1 and a role of “Console” or “All in One,” and so on. You also need to make sure that the
following ports are open:

« UDP 2055

« UDP 5055

e TCP 9063

e TCP 9064

« TCP 9065

e TCP 9066

e TCP 9067

To deploy your Dell SonicWALL GMS Virtual Appliance in the Flow Server role, complete the
following steps in the appliance management interface:

Step 1 Navigate to the Deployment > Role page. Under Host Role Configuration, select Flow
Server.

Step 2 Configure the database settings as described in the Configuring Database Settings on page 47.
Step 3 Configure the Web port settings as described in the Configuring Web Port Settings on page 48.

Step 4 To apply your changes, click Update.
To change the settings on this page back to the defaults, click Reset.

Configuring the All in One-Flow Server (Demo Mode Only).

The All In One-Flow Server role is used for demonstrating Flow Server functionality in test
environments, it should not be used in production environments. This role configuration is
available for the GMS Virtual Appliance only.

Following services run on an All in One-Flow Server Management system:

¢ Dell SonicWALL Universal Management Suite - Database

¢ Dell SonicWALL Universal Management Suite - Event Manager

e Dell SonicWALL Universal Management Suite - Flow Server

¢ Dell SonicWALL Universal Management Suite - Monitoring Manager
¢ Dell SonicWALL Universal Management Suite - Reports Database

¢ Dell SonicWALL Universal Management Suite - Reports Scheduler
¢ Dell SonicWALL Universal Management Suite - Reports Summarizer
¢ Dell SonicWALL Universal Management Suite - Scheduler

¢ Dell SonicWALL Universal Management Suite - Syslog Collector

¢ Dell SonicWALL Universal Management Suite - Update Manager

¢ Dell SonicWALL Universal Management Suite - Web Server

e Dell SonicWALL Universal Management Suite - Web Services

To Configure the Gateway settings for this role, refer to Configuring the Gateway on page 45.
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Configuring the Gateway

None

Step 1

Step 2
Step 3
Step 4
Step 5

NAT Device

Step 1

Step 2
Step 3

Step 4
Step 5
Step 6
Step 7

After choosing a role, select a gateway to configure:

¢ None on page 45
¢ NAT Device on page 45
¢ GMS Gateway on page 46

No gateway is specified.

If you do not wish to configure a gateway, complete the following steps:

Click None.

v A3 Deployment Gateway: ® none ©) NAT Device .GMS Gateway
Roles MSM Server Protocol: ® HTTP © HTTPS
Settings MSM Server Port: 3585
REDACES Syslog Server Port: 3003

Select HTTP or HTTPS for the MSM Server Protocol.
Click the MSM Server Port text-field, then enter the MSM Server port number.
Click the Syslog Server Port text-field, then enter the Syslog Server port number.

To apply your changes, click Update. To change the settings on this page back to the defaults,
click Reset.

Use this option when a NAT device is configured as the gateway. The GMS appliance does not
have to log in to the unit for any reason and all NAT configurations are taken care of by the
network Administrator directly through the device’'s management interface.

To configure the NAT device, complete the following steps:

Select NAT Device.

v & Deployment Gateway: 7 None @ NAT Device ©) GMS Gateway
Roles MAT Device IP:
Settings
Services

MAT Device Syslog Port:

MSM Server Protocol: @ HTTP © HTTRS
MSM Server Part: 3585
Syslog Server Port: 3003

Click the NAT Device IP text-field, then enter the NAT Device IP address.

Click the NAT Device Syslog Port text-field, then enter the NAT Device Syslog port number.
This is the Syslog port used for Syslogs sent from the managed units.

Select HTTP or HTTPS for the MSM Server Protocol.
Click the MSM Server Port text-field, then enter the MSM Server port number.
Click the Syslog Server Port text-field, then enter the Syslog Server port number.

To apply your changes, click Update. To change the settings on this page back to the defaults,
click Reset.
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GMS Gateway

Step 1

Step 2

Step 3

Step 4
Step 5

Step 6
Step 7

Step 8
Step 9
Step 10
Step 11

Use this option when a Dell SonicWALL device is acting as a Gateway. Using a Dell SonicWALL
appliance is recommended, but can be setup as a NAT Device if all units are managed using
an SSL tunnel. To configure the GMS Gateway, complete the following steps:

Click GMS Gateway.

¥ % peployment Gateway: ) Mone ©) MAT Deviee ©) GMS Gateway
Roles GMS Gateway IP:
settings GMS Gatenay Port: 243

Services
GMS Gateway User:

GMS Gateway Password:
Canfirm GMS Gateway Password:

GMS Gateway Syslog Port:

MSM Server Protocol: @ HTTP HTTRS
MSM Server Port: 8585
Syslog Server Port: 3003

If the Dell SonicWALL GMS connects to managed appliances through a GMS gateway, click the
GMS Gateway IP text-field, then enter the internal IP address of the device.

If you change the GMS gateway IP address or password, you must also change the settings on
this page. To determine if a GMS Gateway is required, see the Dell SonicWALL Getting Started
Guide for your product

Click the GMS Gateway Port text-field, then enter the management port used to sign into the
device.

Click the GMS Gateway User text-field, then enter the username used to sign into the device.

Click the GMS Gateway Password text-field, then enter the password used to sign into the
device.

Confirm the GMS Gateway Password you entered.

Click the GMS Gateway Syslog Port text-field, then enter the Syslog port used for syslogs sent
from the managed units.

Select HTTP or HTTPS for the MSM Server Protocol.
Click the MSM Server Port text-field, then enter the MSM Server port number.
Click the Syslog Server Port text-field, then enter the Syslog Server port number.

To apply your changes, click Update. To change the settings on this page back to the defaults,
click Reset.
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Configuring Database Settings

Note

Step 1
Step 2

Step 3

Step 4

Step 5

Step 6

Step 7

Step 8

Step 9

Database settings configuration is largely the same for any role when you choose to include the
database on that server. For roles that automatically include the default MySQL database, such
as All In One or Database Only, the Database Type, Database Host, and Database Port fields
are not editable. This is also the case for any role when Include Database (MYSQL) is
selected. The Administrator Credentials fields are displayed only if the role has been defined
to include the installation of the MySQL database. These are not available when a SQL Server
database is selected.

This section describes the options for configuring the database settings for either the MySQL
database or the Microsoft SQL Server database. Dell SonicWALL GMS can use either a
MySQL or a SQL Server database.

If this appliance connects to a SQL Server system with a non-default instance name, then
the entries are different than described in this section. Refer to the Dell SonicWALL GMS
Administrator's Guide for configuration instructions.

To configure the database settings for any role, complete the following steps in the UMH system
interface:

Navigate to the Deployment > Role page and select the role for this server.

To run the MySQL database on this GMS server, select Include Database (MYSQL). To use a
MySQL or Microsoft SQL Server database on another system, do not select this checkbox.

Under Database Configuration, if Include Database (MYSQL) was not selected in the
previous step, select either MYSQL or SQL Server from the Database Type drop-down list.
This field is not editable if you previously selected Include Database (MYSQL) or if the
selected role is All In One or Database Only.

In the Database Host field, type in the IP address of the database server or accept the default,
localhost, if this Dell SonicWALL GMS Virtual Appliance server includes the database. This
field is not editable if you previously selected Include Database (MYSQL) or if the selected role
is All In One or Database Only.

To use a different user name when GMS accesses the database, type the user name into the
Database User field. The default user name is “sa”.

Type the password that GMS uses to access the database into both the Database Password
and Confirm Database Password fields.

Under Administrator Credentials, type the password for the administrator (root) account into
both the Admin Password and Confirm Admin Password fields.

Note that the Administrator Credentials fields are only displayed and editable in the following
circumstances:
e The Database Type is MySQL

e Include Database (MYSQL) is selected either manually or automatically for the chosen
role

* The Database Host field is set to localhost and is not editable
When these conditions are met, the administrator password is required to create a regular
access user account for the GMS application.

To apply your changes, click Update.
To change the settings on this page back to the defaults, click Reset.
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Note

NS

Tip

X

It could take 10 or 15 minutes for a database installation to complete. The database
installation creates a minimal GMS database. To change database sizes, you might need to
use database tools such as MySQL Server Enterprise Manager.

For optimal performance, you need to configure database maintenance plans. For
information on configuring Dell SonicWALL GMS maintenance plans, refer to the Dell
SonicWALL GMS Administrator’s Guide.

Configuring Deployment Settings

The following sections describes the settings available on the Deployment > Settings page of
the system interface:

« Configuring Web Port Settings on page 48

e Configuring SMTP Settings on page 49

e Configuring SSL Certificate Access on page 50

Configuring Web Port Settings

Step 1

Step 2

Step 3
Step 4

Step 5
Step 6

&

Note

Web port settings configuration is largely the same on any role. To change the Web port
settings, complete the following steps:

On the Deployment > Settings page under Web Port Configuration, to use a different port
for HTTP access to the Dell SonicWALL GMS Virtual Appliance server, type the port number
into the HTTP Port field. The default port is 80.

Web Server Settings

HTTP part: 85
HTTPS port: 8445
Enable HTTPS redirection:

Public IP: 10.203.23.74

| Update | | Reset |

To use a different port for HTTPS access to the Dell SonicWALL GMS Virtual Appliance server,
type the port number into the HTTPS Port field. The default port is 443.

To enable HTTPS redirection, click Enable HTTPS redirection.

Click Enable HTTPS Redirection to redirect HTTP to HTTPS when accessing the GMS
management interface.

In the Public IP text-field, enter the public IP or FQDN of the outside web services.
Click Update to apply the Web port settings.

Changing the Web port settings causes the system to restart.
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Step 7

After the appliance restarts, use the new port to access the appliance management interface.
For example:

e If you changed the HTTP port to 8080, use the URL:
http://<IP Address>:8080/appliance/

e If you changed the HTTPS port to 4430, use the URL:
http://<IP Address>:4430/appliance/

Configuring SMTP Settings

Step 1

Step 2

Step 3

Step 4

Step 5

Step 6
Step 7

The SMTP settings are used for sending email alerts to the Dell SonicWALL UMH system
administrator.

If the Mail Server settings are not configured correctly, you will not receive important email
notifications, such as:

* System alerts for your Dell SonicWALL GMS deployment performance

< Availability of product updates, hot fixes, or patches

« Availability of firmware upgrades for managed appliances

« Alerts on your managed appliances’ status

e Scheduled Reports
To configure the SMTP settings, complete the following steps:

On the Deployment > Settings page under SMTP Configuration, enter the IP address of the
SMTP server into the SMTP server field.

SMTP Configuration
SMTP server:
SMTP port: 25
[¥] Use Authentication
User:
Password:
Confirm Password:
Sender address (From):
Administrator address (To):
Email send timeout (Minutes): 30 l:l

| Update | | Reset |

If the SMTP server in your deployment is set to use authentication, click Use Authentication.
This option is necessary for all outgoing GMS emails to properly send to the intended
recipients. Enter the username in the User field, and enter/confirm the password in the
Password and Confirm Password fields. This is the username/password that is used to
authenticate against the SMTP server.

In the Sender address field, enter the email address that appears as the ‘From’ address when
email alerts are sent to the administrator.

In the Administrator address field, enter a valid email address for the administrator who
receives email alerts.

In the Email send timeout field, enter a timeout interval (in minutes). If the server does not
respond within the specified interval, the Email send action is stopped and an error is reported.

Click Test Connectivity to verify your SMTP server configuration settings.
Click Update to apply the SMTP settings.
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Configuring SSL Certificate Access

Step 1

Step 2

Step 3
Step 4
Step 5
Step 6
Step 7
Step 8

Most Dell SonicWALL GMS Virtual Appliance deployments use the default certificate
accompanied with your GMS Web Server. You can also choose to use a custom certificate and
a respective unique password for your Dell SonicWALL GMS Virtual Appliance deployment as
shown in the following image. The SSL Access Configuration section allows you to configure
and upload a custom Keystore/Certificate file for SSL access to the GMS appliance, or select
the default local keystore

S5L Access Configuration

@ Default
This selection allows you to keep the default certificate that comes with the application for use by the GMS Web Server for S5L access.
Filename for the keystore used is 'gmsvpserver',

! Custom

This selection allows you to upload a custom certificate for use by the GMS Web Server for S5L access. The original filename of the
certificate imported will be replaced with ‘gmsvpservercustom' in the local file system,
Mote: The upload can be performed either of the following ways:

- Directly as a Certificate: The certificate file {.crt/.cer), its corresponding key file (.key) and the password are required.

- Using a Keystore: The keystore and the store password are required, which would be converted and stored as a certificate.

Certificate Upload:
Certificate file: Choose File | Mo file chosen
Certificate Key file: Choose File | Mo file chosen

Certificate password:

View | | Update | | Reset

To configure SSL access:

Navigate to the Deployment > Settings page under SSL Access Configuration section.

Select Default to keep, or revert to, the default settings, where the default GMS Web Server
certificate with ‘gmsvpserverks' keystore is used.

Select Custom to upload a custom certificate for GMS SSL access.

In the Certificate file field, click Choose File to select your certificate file.

In the Certificate Key file field, click Choose File to select your certificate key file.

Type the password for the certificate into the Certificate password field.

Click View to display details about your certificate.

Click Update to submit your changes.
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Controlling Deployment Services

The Deployment > Services page provides a list of the services that are running on your

system as part of Dell SonicWALL GMS Virtual Appliance. It also provides a way to stop or start

any of the services.

Host Role

Host Role: All in One
Host Services

[] Service Name

|:| SonicWaLL Universal Management Suite - Update Manager

[] SonicwALL Universal Management Suite - Syslag Collectar

[] SonicwaLL Universal Management Suite - Web Server

|:| SonicWaALL Universal Management Suite - Monitoring Manager

[] SonicwALL Universal Management Suite - Scheduler

|:| SonicWwaLL Universal Management Suite - Event Manager

[] SonicwALL Universal Management Suite - Reparts Scheduler

|:| SonicWaALL Universal Management Suite - Reports Summarizer

[] SonicwALL Universal Management Suite - Database

To stop a service that is
Disable/Stop.

Details

Current State

Started (Enabled)
Started {Enabled)
Started (Enabled)
Started {Enabled)
Started (Enabled)
Started (Enabled)
Started {Enabled)
Started (Enabled)
Started {Enabled)

| DisablefStop | | Enable/Start | | Restart

currently Enabled, select the checkbox for that service and then click

To start a service that is currently Disabled, select the checkbox for that service and then click

Enable/Start.

To restart a service that is either Enabled or Disabled, select the checkbox for that service and

then click Restart.
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Chapter 6

Provisioning and Adding Units

After installation, registration, and role configuration, the next steps in setting up your Dell
SonicWALL GMS Virtual Appliance are provisioning Dell SonicWALL appliances to support
GMS and adding them to the Dell SonicWALL GMS Virtual Appliance. All Dell SonicWALL
appliances must be provisioned before adding them to the Dell SonicWALL GMS Virtual
Appliance. Make sure the provisioned Dell SonicWALL appliances have a valid GMS license—
one GMS license for each Dell SonicWALL appliance.

This chapter contains the following sections:

¢ Provisioning a Dell SonicWALL Firewall Appliance on page 52

¢ Provisioning a Dell SonicWALL SRA SMB Appliance on page 53

¢ Provisioning a Dell SonicWALL E-Class SRA Series Appliance on page 54
e Provisioning a Dell SonicWALL CDP Appliance on page 54

e Adding Dell SonicWALL Appliances on page 55

Provisioning a Dell SonicWALL Firewall Appliance

To provision a Dell SonicWALL firewall appliance to support GMS, complete the following steps:

Step 1 Log in to the firewall appliance. Navigate to the Log > Syslog page.
Step 2 In Syslog Servers, click Add.

Step 3 Enter the GMS IP address to start sending syslogs. The GMS service should be activated. Set
the log in UTC format and log category.

» @ ook Sttt

> nﬁa SonicPoint v

» @ ol

» 3 Firewall Settings Syslog Settings

» @ orrea

i é;) G Syslog Faciliby: Ln_ca\ Use D 34
» 58 anti-spam [ override Syslog Settings with ViewPaint Settings

» @ v Syshog Evert Redundancy Fiter {seconds): [

» B oo ey :

= Syshon Format: Default  +
> &3 Virtual Assist

1 [ Enable Event Rate Limitin
-y : ,
» BB ik Bty Masimum Events Per Secand: 1000
» B securty services [ Enbles Diska Rk Liiting
i em—
;j WAN Acceleration Maximum Bytes Per Second: (1000000
[ g
View yslog Servers
Cateoriss
Serwer Harms Serwer ot Configurs
S
10.5.33.107 - [GM5] s14
Aukomstion
Flow Reparting 10.5.33.111 s14 2 (=
Nt Rissltor S &g 3 R

Reports

ViewFoint = 2
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Step 4 Navigate to the System > Time page, and enable Display UTC in logs (instead of local time).

[ = [ —

v« & system
Status
Licenses
Support Services
Administration
St
Certificates
Schedules
Settings
Packet Maritar
Disarusstics
Restart

» D etnork

» & sonickaint

» & rioin

» & Fisial settings

System |

Time

System Time

Cancel

Time (hh:mm;ss):

Date:

Time Zone: [ Inclia (GMT-+5:30) v|
Set time automatically using WTR

Autamatically adjust clock for daylight saving time

( Display UTC in logs (instead of local time) ]

[ pisplay date in International Format

] only use custom NTP servers

NTP Settings

Provisioning a Dell SonicWALL SRA SMB Appliance

To provision a Dell SonicWALL SRA SMB appliance for Dell SonicWALL GMS Virtual Appliance
complete the following steps:

Step 1
Step 2
Step 3

Step 4

Log in to the SRA SMB appliance. Navigate to the Log > Analyzer page.

In Analyzer Settings, click Enable Analyzer.
Click Add to add the GMS IP address, this starts sending syslogs.

» B syciem

» @ etwork

» 7Y Portals

» %5 services

» B netExtender

» &) virtusl Assist

» @ web Application Frenal

» &8 vsers

« B Log
View
Settings
Cateqories
ViewPant

Bl virtel Office

Log > Analyzer

Analyzer Licensed

Analyzer is now licensed for this appliance.

In the section below you can add the IP address and port number of your Analyzer server(s) and verify that "Enable Analyzer” is checked.

-
Analyzer Settings

Enable Analyzer

Analyzer Server Hostname/IP Port Configure

10.5.252.211

514 2) (%

Navigate to the System > Time page, and enable Display UTC in logs (instead of local time).

v B spstem

Status
Licernses
Settings
Adinistration
Certficates
Moritoring
Diagnastics
Restart

» 2 petwark

» /_l?, Portals

3 ‘“:D" Services

» B petextender

» & vt assist

¥ N web dpplication Firewall

System > Time

System Time

Time: (hhemm:ss): [

Dt (mmddiyyyy)s |

Time Zone: [Inclia (GMT+5:30) |

Automatically syrchronize with an NTP server

{4 oisplay UTC in ogs (nstead of logal tme) |

NTP Settings

Update Trksrval (ssconds) | 3600

WTP Server 1t [time nist.gow

FAE TN 7 PR oY o i oo aoen
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Provisioning a Dell SonicWALL E-Class SRA Series

Appliance

Currently there is no GMS settings implementation in Dell SonicWALL E-Class SRA series
appliances. To add GMS reporting support, use the Additional ViewPoint settings in the
General Settings > Configure Centralized Management screen, and enter the GMS IP
address and port number to start sending syslog.

Security Administration
Access Control
Resources

Users & Groups

User Access

Realms

Aventail WorkPlace
Agent Configuration
End Point Control

System Configuration
General Settings
Metwork Settings

SSL Settings
Authentication Servers
Services

Wirtual Assist

Maintenance

Monitoring

User Sessions
Systern Status
Logging
Troubleshaooting

Configure Centralized Management General Settings > Configure Centralized Management

Configure this appliance for use with a Global Management Systermn (GMS) server and/or a
ViewPoint reporting server,

GMS/ ViewPoint server settings
Enable GMS/ViewPaint

GMSAiewPoint server address:* :10.19.5.11.41

GMS iewPoint server porti® 514
Heartheat intervali* 60 seconds
Options: [ send only heartheat status messages

Mote: Choosing this option wil disable syslogs
required For reparting

Additional ViewPoint server

Enable additional ViewPoint server

ViewPoint server address:* [10.5.33.4
ViewPoint server port:® .S_Ift [
GMS/ ViewPoint credentials
Password* | E— On the GM5ViswPoint Add Unit
' L screen, add thi
§ r entering "GMS" as t

Confirm password:* Ssases and this value as the password,
Options: Enable single sign-on for AMC configuration

Save Cancel

Provisioning a Dell SonicWALL CDP Appliance

Currently there is no GMS settings implementation in Dell SonicWALL CDP appliances. To add
GMS reporting support, use the GMS settings in the Settings > SMB screen. In Active Report,
select Enable, and enter the GMS IP address and port humber to start sending CDP syslog.

Loa out

¥our Device:  CDP 24400
Stetus: Registered

W system

Status

Aaministration
Disgnostics
Registration/Licenses

Activty Progress

System > Settings

Password  Time  NTP | Mail Alert = Email Reports

.‘mm —

Activity Report

Heartbeat/Syslog

] Enable [¥] Enable

NamedP Address 10533107 NemedP Address 10,5334
Fort 514 Fort 443
Interval (Sec) &0

Mirimum Syslog Priorty: | informational | v |
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Adding Dell SonicWALL Appliances

Step 1

Step 2

This section describes how to add Dell SonicWALL appliances to the GMS. Dell SonicWALL
GMS Virtual Appliance checks with the Dell SonicWALL licensing server when you add an
appliance, so it is important that Dell SonicWALL GMS Virtual Appliance has Internet access to
the server. Dell SonicWALL GMS Virtual Appliance can communicate with Dell SonicWALL
appliances through HTTP or HTTPS.

To add a Dell SonicWALL appliance using the Dell SonicWALL GMS Virtual Appliance
management interface, complete the following steps:

Click the appliance tab that corresponds to the type of appliance that you want to add:

e Firewall

« SRA

« CDP
Expand the Dell SonicWALL GMS Virtual Appliance tree and select the group to which you are
adding the Dell SonicWALL appliance. Then, right-click the group and select Add Unit from the
pop-up menu. To not specify a group, right-click an open area in the left pane (TreeControl

pane) of the Dell SonicWALL GMS Virtual Appliance management interface and select Add
Unit or click the Add Unit icon in the tool bar.

|;| Globalview :: Summary

'S Global¥iew » General
= dummy s Data Usage Summary
= dummyl - v
0 ES000 - 60E4.121 [=] Collapse 2 +
: ——  —~ ptions
O jp test skash " Find .
O jp test2 _ EaERSe (etivity
O Prasad Desktop 240 (20 Refresh jiter Summary
O Test 240 ok addunit..  [29°
O Test-210W Desk

ks
5 Delete TNt en Loud
12,500
» Configuration g —
S 12,000

fions
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Step 3

Step 4
Step 5

Step 6

Step 7
Step 8

Step 9

Step 10

&

Note

The Add Unit dialog box appears:
| %) Add Unit )

Unit Marne: I

Setial Number: |

Managed Address: @ Determine automatically

Specify manually: I

Login Marme: Iadmin

Password: |

Management Mode: Using Existing Tunnel or LAN
Using Management Tuninel

® | lsing 551

Management Port: |443

SA Encryption Key: |

S Authentication Key: |

Agent IP Address: | 10.203.23.10 -

Standby Agent IP: | Mone

["Jadd this unit to Met Monitor

| CoK || Ficancel || ElProperties || #EImpart |

Enter a descriptive name for the Dell SonicWALL appliance in the Unit Name field. Do not enter
the single quote character (‘) in the Unit Name field.

Enter the serial number of the Dell SonicWALL appliance in the Serial Number field.

For the Managed Address, choose whether to Determine automatically, or Specify
manually. Most deployments are able to determine the IP address automatically. If you choose
to specify the IP address manually, an option to Make manual address sticky is available. This
retains the Manual Mode and the specified IP address is not overwritten.

Enter the Administrator login name for the Dell SonicWALL appliance in the Login Name field.
The Administrator of the appliance can also enter a Local User or a Remote User name (as
configured on the Firewall) for GMS Management. If using Local User or Remote User names,
they must be included in the user list created on the Firewall.

Enter the password used to access the Dell SonicWALL appliance in the Password field.
For Management Mode, select from the following:
« If the Dell SonicWALL appliance is managed through an existing VPN tunnel or over a

private network, select Using Existing Tunnel or LAN.

« Ifthe Dell SonicWALL appliance is managed through a dedicated management VPN tunnel,
select Using Management Tunnel.

¢ |f the Dell SonicWALL appliance is managed using SSL, select Using SSL (default).

Enter the IP address of the managed appliance in the Management Port field (default port is
HTTPS: 443). The Dell SonicWALL appliance is connected with HTTPS by default.

For VPN tunnel management, enter a 16-character encryption key in the SA Encryption Key
field. The key must be exactly 16 characters long and composed of hexadecimal characters.
Valid hexadecimal characters are “0” to “9”, and “a” to “f” (such as, 0, 1, 2, 3,4,5,6, 7, 8,9, a,
b, c, d, e, f). For example, a valid key would be: 1234567890abcdef

This key must match the encryption key of the SonicWALL appliance. You can set the key
on the appliance by logging directly into it.
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Step 11 For VPN tunnel management, enter a 32-character authentication key in the SA
Authentication Key field. The key must be exactly 32 characters long and composed of
hexadecimal characters. For example, a valid key would be:
1234567890abcdefl1234567890abcdef

Note This key must match the authentication key of the SonicWALL appliance.

Step 12 Select the IP address of the GMS agent server that manages the Dell SonicWALL appliance
from the Agent IP Address drop-down.

Note If GMS is configured in a multi-tier distributed environment, you must select the GMS Agent
whose IP address matches the IP address that you specified when configuring the
SonicWALL appliance for GMS management.

If GMS is in a single-server environment, the IP address of the GMS agent server already
appears in the field.

Step 13 If the GMS is configured in a multi-tier distributed environment, enter the IP address of the
backup GMS server in the Standby Agent IP field. The backup server automatically manages
the SonicWALL appliance in the event of a primary server failure. Any Agent can be configured
as the backup. If the GMS is deployed in a single server environment, leave this field blank.

Step 14 Click OK. The new Dell SonicWALL appliance appears in the GMS management interface. It
has a yellow icon that indicates it has not yet been successfully acquired. GMS then attempts
to set up an HTTPS connection to access the appliance. GMS then reads the appliance
configuration and acquires the Dell SonicWALL appliance for reporting. This takes a few
minutes. After the Dell SonicWALL appliance is successfully acquired, its icon turns blue, its
configuration settings are displayed at the unit level, and its settings are saved to the database.
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Related Technical Documentation

Chapter 7
Support

Dell SonicWALL GMS reference documentation is available at the Dell SonicWALL Technical

Documentation Online Library:

https://support.software.dell.com.

Dell SonicWALL GMS video training is available from the GMS Development Team:
http://software.sonicwall.com/gmsvp/Dev-Training/

The Dell SonicWALL GMS 7.2 documentation set includes the following:
* Dell SonicWALL GMS 7.2 Release Notes

¢ Dell SonicWALL GMS 7.2 Software Getting Started Guide

¢ Dell SonicWALL GMS 7.2 Virtual Appliance Getting Started Guide
« Dell SonicWALL UMA EM5000 Getting Started Guide
¢ Dell SonicWALL GMS 7.2 Administrator’'s Guide

Products

@ Software

Solutions

Buy Trials

Support

Support

Enter your product to find support *' see all products

duct name (type first

Self Service Tools

! Knowledge |
Base

| |

® .

New to Support?

Getting Started
Mew to Support? Start here to get the most out
of your online support.

Support Guide

Find everything you need to know about our
support services and how to utilize support to
maximize your product investment.

Download
New Releases

‘\ Professional

L

Training &
Certification

Benefits of Support

Support Offerings

Find the right level of support to accommodate
the unique needs of your organization. Each
program provides exceptional value driven by
our relentless commitment to customer
satisfaction.

Renew Support

The Dell Software Support Renewals team can
assist you with questions regarding your
Support Maintenance contract or upgrading to
another support offering.
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Dell SonicWALL Live Product Demos

Get the most out of your Dell SonicWALL GMS with the complete line of Dell SonicWALL
products. The Dell SonicWALL Live Demo Site provides free test drives of Dell SonicWALL
security products and services through interactive live product installations:

e UTM/Firewall/VPN

e Continuous Data Protection

e« SSL VPN Secure Remote Access
« Content Filtering

¢ Emalil Security

e GMS and Analyzer

For further information, visit:
http://livedemo.sonicwall.com/

Security | Live Demo

@ Home
Media @ Security

Next-Generation
Firewall / UTM

®

m Management & Reporting
]

SSL VPN Secure
Remote Access

e Anti Spam &
Email Security

@ KACE Management Center

Technol P
s echnology Pariners

Next-Gen Firewalls. [ !P

SRRl § |8 Dell Security Live Demo
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