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Chapter 1 Introduction

This chapter presents the following topics:
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Chapter 1: Introduction

Purpose of this guide

The Lenovo ThinkServer - EMC VSPEX Private Cloud solution for VMware
vSphere 5.1 provides a system architecture capable of supporting up to
100 virtual machines with a redundant server/network topology and highly
available storage. This validated and modular reference architecture built
with proven best-of-breed technologies is a complete virtualization solution
enabling informed hypervisor, compute, and networking layer decisions for
Private Cloud deployments. When embarking on server virtualization, the
Lenovo ThinkServer - EMC VSPEX Private Cloud Solution accelerates your IT
transformation by enabling faster deployments, greater efficiency, and
lower risk.

This document describes the key components, logical design and
deployment instructions for this highly available virtualized converged
solution for business applications.

Business value

Business applications are moving into virtualized and consolidated
compute, network, and storage environments. The choices available to
build such an environment are vast and often lacking proven guidelines at
every stage of the design:

¢ Vendor and component selection
¢ Component interoperability

e Solution Scalability

e Solution Performance

e Solution Robustness and Availability

e Physical and Logical System Design and Configuration

The Lenovo ThinkServer - EMC VSPEX Private Cloud solution using VMware
eliminates the complexity of designing and building virtualized converged
infrastructure solutions by providing a proven and documented reference
architecture:

¢ Trusted component vendors

e Interoperability testing already done

e Assured performance and high availability

e Reliable, flexible, and scalable reference design

e Virtualization planning and configuration burdens reduced

e Physical cable connectivity guidelines
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This document contains the key design principles and deployment
instructions required to build a highly available virtualized converged
Lenovo ThinkServer - EMC VSPEX solution for business applications. The
document provides:

e a base understanding of the design principles applied to the Lenovo
ThinkServer - EMC VSPEX solution

e deployment instructions to build the Lenovo ThinkServer - EMC VSPEX
solution

This document does not provide the guiding principles to size and match
an internal or external customer’s business need to a Lenovo ThinkServer -
EMC VSPEX platform. It assumes that this has been completed prior to
deployment as per the Lenovo ThinkServer — EMC VSPEX Solution
Architecture Guide.

This document is intfended for channel partner professional services teams
who will be deploying the Lenovo ThinkServer — EMC VSPEX platform.

Expected Level of Technical Knowledge: High for devices and
technologies described in this document.

The abbreviations used in this document are summarized in the table
below.

Table 1. Abbreviations

Abbreviation Description

ACL Access Confrol List

CNA Converged Network Adapter

DRS Distributed Resource Scheduling within VMware

HA High Availability

iBMC Integrated Baseboard Management Controller

iKVM Integrated Keyboard, Video and Mouse Remote Control

IOPs Performance metric for number of inputs or outputs per
second

iSCSI Internet Small Computer Systems Interface

LACP Link Aggregation Control Protocol
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Abbreviation Description

LUN Logical Unit Number
PCle Peripheral Component Interconnect Express
PDU Power Distribution Unit
QoS Quality of Service

SAN Storage Area Network
SAS Serial Attached SCSI
SP Service Processor
vCPU Virtual CPU

VLAN Virtual LAN

VM Virtual Machine

Solution Tested

The Lenovo ThinkServer - EMC VSPEX Private Cloud solution core elements
organized by virtualization, compute, networking and storage layers are:

Virtualization

e VMware vSphere 5.1 ESXi Hypervisor and
¢  VMware vCenter Server

e VMware vSphere High Availability
Compute

e Lenovo ThinkServer RD630
e Lenovo ThinkServer RD330 (Management)
e QLlogic 8300 Series Converged Network Adapters

Networking

e Extreme Networks Summit Series x670 with ExtremeXOS TM
Storage

e EMC VNXe Series Storage

The table below provides a summary of the hardware and its
configuration.
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Table 2. Hardware Summary
Hardware Configuration Notes
Compute: 3 ThinkServer RD630 Configured as
Lenovo CPU: 2 x socket 8 cores each asingle

ThinkServer

One vCPU per virtual machine

Four vCPUs per physical core

Memory:

2 GB RAM per virtual machine

256 GB RAM across all servers

2GB Ram reservation per vSphere host
Network:

Two QLogic 8362 CNA

vSphere cluster

Network
infrastructure:

Extreme
Summit Series

2 Extreme Summit x670 48-port

Four T0GbE ports used per vSphere
Server

Four 10Gbe ports used for VNXe

Redundant
LAN
configuration

e VMware vSphere High
Availability

Storage: VNXe 3300 Chassis 3U iSCSI Storage
VNXe Series Two storage processors (active/active)
Five 12 Slot 3.5" 2U Disk-Array
Enclosures
Eighty-Five (total) 300GB 15KRPM 3.5"
SAS Drives
Management ThinkServer RD330 Configured as
Platform: CPU: 2 x socket > 4 cores each asingle ESX
Lenovo Two vCPU per virtual machine host 1o run the
ThinkServer following
Memory: Infrastructure
64 GB RAM VM's Vcenter,
. SQL server,
8GB Ram reservation per vSphere host Active
Network: Directory,
Motherboard GbE interface Lenovo
Management
software
Virtualization e VMware vSphere 5.1 ESXi VMware
Vmware Hypervisor and vSphere 5
e VMware vCenter Server Enterprise
recommended
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The guiding principles for the solution design are:

Function

General purpose business applications that run in a virtual
environment,

Usability

Simplified debug, maintenance, upgrade and monitoring with pre-
determined network, storage and compute configurations, all
validated and documented with procedures.

Performance

Targets a general-purpose workload of up to 100 virtual machines
with a typical workload. Example workloads would be medium-to-
light database, web application or mail server processing.

Resilience / Reliability

This design is infended to provide N+1 redundancy throughout the
system to recover from typical single points of failure at each layer of
the system. Compute, network and storage all provide fail over and
fail back of services without impacting business applications.

Ease of Deployment

Channel partners trained on the platform can deploy a system ready
for business application service enablement in days versus weeks or
months for a similar solutions that are not pre-engineered

Scalability

Designed from the ground up to enable pay as you grow scaling.
Compute and storage layers have assigned ratios that allow
customers to incrementally grow each tier to match new business
demands. For example, a pre-engineered server to disk ratio is
designed into the architecture.

Manageability / Maintainability

The best practices to configure each component in the system are
documented to maximize the value of the tools used to manage a
converged Infrastructure platform. Some examples are: BIOS settings,
MTU size, onboard IPMI capabilities, power consumption and rack
design.

Economic and technical constraints, and tradeoffs

N+1 design requires powered and connected compute, storage and
network infrastructure to be lightly loaded during normal business
production hours. This architecture includes an optional server to
enable high availability at the compute layer, so if a server fails, the
system has enough resources to maintain business operations. The
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design is an active/passive design aimed at availability and reduced
complexity.
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Chapter 2 Solution Architecture

This chapter presents the following topics:

ATCNITECTUIE OVEIVIEW ... ee e e eeae s

Logical Design View
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Architecture Overview

The Lenovo ThinkServer — EMC VSPEX Validated Private Cloud Solution
offers a scalable solution for up to 100 VMware based virtual machines
with full hardware and software redundancy.

Management Layer
Scalable

Redundant Compute Layer

Protected Aggregated
Links

High Performance
Redundant Network Layer

Protected Aggregated

Links

Highly Available
Redundant Storage Layer

-

Figure 1. Solution Architecture Logical View

Compute

Network

1
jSwitch B SPB

Storage

Management e

Figure 2. Solution Architecture Physical View
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The solution architecture was designed and tested based on the goals
below to enable a robust compute platform for typical business
applications without sacrificing performance or availability:

Matched Compute Cores and Memory to disk spindles for typical
business work loads

Converged network adaptors equipped with hardware offload for
storage processing, allowing more CPU cycles for business
applications

Simple HA design (Active/Passive) N+1
Simple growth rules to increase capacity

In band VMware ESX management path over redundant interfaces;
other components are managed out of band (network, storage,
compute hardware)

Reduced cabling requirements

Converged layer 2 Ethernet fabric all storage, network and high
availability traffic.

Both of the storage and network communications fabrics have at least two
physical ten-gigabit Ethernet paths with one active and one passive path.
Network traffic is segregated on these physical links into at least five virtual
LANs (VLANSs):

Compute

iSCSI and TCP processing off loaded to QLogic 8300 Converged
Network Adapters with hardware ASIC’s to reduce CPU utilization
and maximize compute layer CPU for business applications

Management

Management path QOS to ensure reachability of all devices under
all network conditions.

Storage

Dedicated high bandwidth/low latency physical links exclusively for
Ethernet based iSCSI storage traffic. Storage network traffic is
designed to provide access to storage at less than 3ms latency.

vMotion

High-bandwidth links for migrating and live migrating virtual machines
from one physical server to another

User Access

Bandwidth dedicated to application communication networks for
user to machine and machine to machine designated traffics. Many
User Access VLANs are typically provisioned.
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e Fault Tolerance

Low latency/low bandwidth/high quality network utilized for
hypervisor to hypervisor health checks and resource scheduling. This
is used with the optional VMware Fault Tolerance host to host
replication of storage and state to a 2nd physical host.

Quality of Service (QoS) is applied to each shared VLAN to predictably
manage the behavior of these networks and to ensure shared links
prioritize application and storage traffic as needed.

With this VMware based solution, common infrastructure components are
virtualized and hosted on a separate dedicated management server:
VMware vSphere management server, Microsoft Windows 2012 Active
Directory, DHCP server, DNS server and Microsoft Windows SQL Server
2008R2 Standard.

Lenovo RD630 enterprise class servers are deployed in an N+1
configuration to provide full failover capabilities for all hosted virtual
application servers. A minimum of one physical core is allocated for every
four virtual CPUs (vCPU), with one vCPU to each virtualized application
server. This gives a final ratio of no more than four virtualized application
servers for each physical CPU core. At least two gigabytes of Physical
RAM is reserved for each virtual application.

Overall the solution is designed to be resilient to multiple simultaneous
failures at the network, computing, storage and power layer.

Best practices are documented throughout this document. However,
advanced design elements are highlighted but not described in detail, as
the goal for the solution is reduced complexity for install, support and
management of the system.

Logical Design View

Once a system is physically connected, it is often difficult to predict how or
where data will go without a logical component layer view to highlight the
relevant design elements. The Lenovo ThinkServer - EMC VSPEX Validated
Private Cloud Solution is designed to use an active/passive failure plane to
simplify the configuration, debugging, deployment and dependencies.

This logical view of the design is an important tool to simplify solution
debugging and for reliably predicting impacts of typical maintenance
activities. For example, the effect of rebooting an Ethernet switch must be
understood in advance to avoid any disruption to business applications
that are running in a live environment. The logical view for Customer
access, Management access, Storage access and Cluster/HA design are
provided below for reference.
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Traffic is allowed to cross
planes in normal working
condition

- Customer or
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Figure 3. Customer Logical View

Customer Basic Design:
e Active Path and Passive Path
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Figure 4. Storage Logical View

Storage Basic Design:
e Active Path and Passive Path based on Hypervisor Multi-Pathing
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Management

ESX Platform
(TTTITTITEIIITII,

& out of band
Management access

Traffic is allowed to cross
planes in normal working
condition

N )
@ Ethernet (ﬁ) Ethernet
Fabric A w Fabric B
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o
All devices
=)
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Figure 5. Management Logical View

Management Basic Design:
[ ]

All devices have connection to management network with
dedicated management port out of band

N x Compute Layer Trafficis allowed to cross
planes in normal working
condition

\
@ Ethernet ”ﬂ\n Ethernet
Fabric A w Fabric B

) \4

N x Compute Layer Mesh

Figure 6. Cluster/HA Logical View
Cluster/HA Basic Design:

Active trunk LACP L2 or L2 Load Share
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Chapter 3 Solution Deployment

This chapter presents the following topics:

Deployment Overview

......................................................................................... 21
Deployment and Interoperability Prerequisites..........ccocvvieieeciiiececciieeeeiee. 21
Pre-DeployYMENT TASKS ...oii i e e e 22

Solution Deployment
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Deployment Overview

The deployment process has been designed to simplify system turn up at a
customer site.  The high level steps are based on how the system was built
and tested and provide checkpoints throughout the process to ensure
that the system is deployed and ready for business applications once
complete. This document also serves as documentation repository for key
system variables that are required to operate the system and to provide to
customers.

Steps to Deployment:

1. Review dll planning checklists in the Appendices
Complete Physical Rack installation based on Appendix G
Complete Network Layer installation and configuration
Complete Server installation and configuration
Complete Virtualization Layer installation and configuration
Complete Storage Layer installation and configuration

Add Storage to Virtualization Layer

©® N o O~ WD

Validate Solution Deployment

a. Guest VM to disk traffic test

b. Guest VM to network traffic test
c. Guest VM to Guest VM ftraffic test

d. Compute to Compute traffic test

Following these steps will reduce the time to install and debug all paths
between components and will ensure that the building blocks are built in
the correct order such that traffic tests can be successfully completed and
and the solution can be handed off to the customer.

Deployment and Interoperability Prerequisites

All components were tested with a basic configuration that ensures the
highest level of interoperability. For example, VLAN tagging was used to
separate fraffic and vswitches. It is not expected that software specific
dependencies exist in the design and it is therefore recommended to
update all components to the Iatest versions available before going into
production. Each section outlines when software or firmware should be
updated before moving to the next building block.
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Pre-Deployment Tasks

It is important to ensure all sections for planning are complete before
deployment begins. Key checklists that should be reviewed before starting
a deployment are listed below. All checklists are found in the Appendices.

Power and Rack position planning
IP Address and VLAN planning

Server CNA and slot planning

b=

Software version check on all components with required software
versions downloaded and available

It is highly recommended to keep a record of actual deployment data
that can be provided to the customer as part of the deployment handoff
process. The planning tables should be used as a reference for the data
that needs to be documented.

Solution Deployment

Network Layer
Installation and
Configuration

This section describes the deployment steps for the Lenovo ThinkServer —
EMC VSPEX Solution. The deployment must follow the order as described in
this section.

This section describes the installation and configuration steps for the
Network Layer of the Lenovo ThinkServer - EMC VSPEX Solution.

Pre-Installation Requirements

The following additional tools and equipment should be on-hand prior to
starting the Network Layer Installation and Configuration:

o #1 Phillips screwdriver

e Rack mounting screws

e 4x AC Power Cables

¢ Extreme management console cable

¢ Twin-Axial or SFP+/Fiber Cables for system connectivity

e Complete and review actual IP Address and VLAN table for
deployment
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Network Layer Installation and Configuration Steps

Physical Switch Installation

1.

Identify the switch space designation within the target rack (refer to
Appendix G for rack layout plan).

Attach each mounting bracket to the switch housing with the
SCrews.

SH_257

Figure 7. Attaching Extreme Summit 670 Rack Mount Bracket

Slide the switch into the rack and secure the mounting brackets into
the rack.

Repeat steps 1 - 3 for the second switch.

00 oo 0O &)

O 00 08 O

Figure 8. Installing the Extreme Summit x670 Series Switch
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Power Cables

1. Poweris supplied to all equipment in this design by redundant PDUs
with each PDU supplied from a discrete and independent source.

2. Attach power cords from the separate PDUs to both power
supplies located at the back of the switch.

3. Make sure the cables are neatly stowed to the side away from fan
intakes and exhaust.

4. Repeatsteps 1 - 3 for the second switch.

SFPs and Cabling

Passive electrical twin-axial cables at 1M and 3M are recommended for all
interconnects although a mix of Extreme SFP and fibre optic cable can be
used as an alternative.

1. Review suggested cabling configuration included in Appendix D
and proceed with connecting equipment

2. Installing passive electrical twin-axial cable:

a. Holding the connector by its sides, insert the connector into the
port on the switch.

b. Push the connectorinto the port until you hear it click into
place.

3. Installing SFP and fibre optic cable combination:
a. Seat SFP modules into designated ports on the switch.

b. Connect SFPs via a fibre optic cable of appropriate length to
ensure tidy deployment.

4. Complete cabling for both switches.

Switch Initial configuration

1. Use the Summit® Family Switches Hardware Installation Guide to
complete the initial management access section for the Summit
x670.

2. Use the ExiremeXOS® Concepts Guide Software Version 15.1 to
configure:

=  Switch Name
=  SNMP Information
= NTP
3. Save the configuration.

4. Repeat steps 1 - 3 for the second switch.
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Upgrade Firmware
1. Download image to secondary partition.

Example:
# download image 172.16.41.1 summitX-12.6.1.3.x0s vr "VR-

Default" secondary

2. Setsecondary partition as the boot image.

# use image secondary

3. Reboot extreme switch to restart with new installed firmware.

# reboot

4. Verify the firmware version.

# show version

5. Repeatsteps 1 -4 for the second switch.

Configure Jumbo Frames

Jumbo frames are used between endstations that support larger frame

sizes for more efficient transfers of bulk data. Both endstations involved in

the transfer must be capable of supporting jumbo frames. Jumbo frames

are disabled by default. The default size setting is 9216 which is the

maximum size that can be set and is the required setting for this solution.

Jumbo frames must be enabled on ports that are used in this deployment.
Login into the switch CLI interface.

2. Configure preferred jumbo frame size of 9216.

configure jumbo-frame-size 9216

3. Enable jumbo frames on ports that are used in this solution:

Example: Enable jumbo frames on a particular port
enable jumbo-frame ports 5

Example: Enable jumbo frames on multiple ports:
enable jumbo-frame ports 5,6,10

4. Repeatsteps 1 -3 for the second switch.
Configure Sharing
1. Login into switch CII.
2. To configure sharing add ports using the following syntax:

configure sharing <master port> add ports <port list>

Example:
configure sharing 3:9 add ports 3:13

3. Repeatsteps 1 - 2 for the second switch.
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Configure QoS Queues

Quality of Service (QoS) allows traffic groups higher priority access to
network resources in the event of network contention. Bandwidth can be
reserved for special groups of traffic. It is recommended that the Fault
Tolerance VLAN be configured with the highest traffic priority, and
sufficient bandwidth for the level (LockStep mirror, warm recover, etc) of
Fault Tolerance required by the deployed application.
Create and configure VLANs

1. Login into switch CII.

2. Create desired VLAN and VLAN tag.

Example:

create VLAN "VSPX-CUSO"
configure VLAN VSPX-CUSO tag 2100

3. Repeat for all VLANs in the VLAN list.
Repeat steps 1 - 3 for the second switch.
Refer to Appendix A for sample VLAN and IP Address layout.
Configuring ports (names)

Descriptive port names, or “display-strings”, assist with debugging and
switch management. A list of suggested port display-strings are included
in Appendix E.

1. Loginto the switch CLI
2. Configure the port display string.

Example:
configure ports 7 display-string “VWNX5300-SPb6-0"
3. Validate port names are configured as expected.

Example:
show ports 7
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®670-Local.b # show ports 7/

Port Summary Monitor Fri Aug 2 13:23:37 2813

Port Display ULAN Name Port Link Speed Duplex
Cor # ULANs) State State Actual Actual

UNE5388-SPho—-8 USPR-STOR

Port State: D-Disabled. E-Enabhled

Link &tate: A-Active, R—Ready, WP-Fort Mot Present, L-Loopback.
D-ELSM enahled but not up
d-Ethernet OAM enabled but not up

U->page u D—>page down ESC—>exit

& Telnet 10.27.0.23 =N E=R (<"

Figure 9. Example CLI for Port Display String Validation
Add Ports to VLANS

1. Login into the switch CII.
2. Create the desired VLAN and VLAN tag.

Example:

configure VLAN VSPX-CUSO add ports 9, 11, 13, 1lo6, 24,
tagged

configure VLAN VSPX-CUS1 add ports 9, 11, 13, 24, 39
tagged

3. Repeat for all VLANs in the deployment VLAN list.

Repeat steps 1 - 3 for the second switch.

This section describes the installation and configuration steps for the
Servers required for this deployment.

You will need to have the following document handy for reference:

http://download.lenovo.com/ibmdl/pub/pc/pccbbs/thinkservers/rdé630ug

_en.pdf

Refer to the listed pages to complete the following tasks. These tasks are

completed for all servers in this solution.

Review the Guidelines and Precautions sections — Page 69
Remove the server cover — Page 71

Remove cooling shroud — Page 76

Install RAM — Page 80

Install NICs into slots specified in Appendix F - Page 87

o~ oObdD=


http://download.lenovo.com/ibmdl/pub/pc/pccbbs/thinkservers/rd630ug_en.pdf
http://download.lenovo.com/ibmdl/pub/pc/pccbbs/thinkservers/rd630ug_en.pdf
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Install CPUs — Page 114
Re-install cooling shroud and server cover
Install redundant PSU — Page 108

Connect Ethernet cables following port recommendations in
Appendix D

0 ® N o

10. Connect power cables

11. Update firmware for BIOS, BMC, iKVM and Raid Controller by using
ThinkServer EasyUpdate firmware updater. The latest version of Easy
Update can be found at hitp://www.lenovo.com/drivers and
navigating to the RDé30 server.

12. Create a RAID1 local LUN for operating system boot — Page 64

13. Enable Hyper-Threading and Intel Virtualization, and configure Boot
order (Boot from Local RAID1 LUN) by using the pre-boot BIOS Setup
Utility — Page 53

14. Assign IP Addresses and user accounts to ThinkServer Management
Module (TMM) and iKVM using the guide found at
http://download.lenovo.com/ibmdl/pub/pc/pccbbs/thinkservers/r
d530rdé630tmmug_en.pdf

Virtual Layer This section describes the installation and configuration steps for the Virtual
Installation and  Layer.
Configuration

Pre-installation Requirements

Installation and ¢ VMware media

Configuration ¢ VMware Documentation - http://pubs.vmware.com/vsphere-

51/index.jsp?topic=%2Fcom.vmware.vsphere.install.doc%2FGUID-
7C9A1E23-7FCD-4295-9CB1-C932F2423C63.html

¢  VMware license keys

e Physical server installation completed

e CNA drivers from Qlogic website

e All appendix checklists completed
OS Installation

1. VMware DVD can be inserted in DVD drive (Keyboard mouse
monitor connected to server)

2. Reboot server and manually interrupt boot progress to boot from
DVD.

3. Setmanagement IP address for out of band management port
during installation

4. Connect management port as per appendix cabling table


http://download.lenovo.com/ibmdl/pub/pc/pccbbs/thinkservers/rd530rd630tmmug_en.pdf
http://download.lenovo.com/ibmdl/pub/pc/pccbbs/thinkservers/rd530rd630tmmug_en.pdf
http://pubs.vmware.com/vsphere-51/index.jsp?topic=%2Fcom.vmware.vsphere.install.doc%2FGUID-7C9A1E23-7FCD-4295-9CB1-C932F2423C63.html
http://pubs.vmware.com/vsphere-51/index.jsp?topic=%2Fcom.vmware.vsphere.install.doc%2FGUID-7C9A1E23-7FCD-4295-9CB1-C932F2423C63.html
http://pubs.vmware.com/vsphere-51/index.jsp?topic=%2Fcom.vmware.vsphere.install.doc%2FGUID-7C9A1E23-7FCD-4295-9CB1-C932F2423C63.html
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Verify ping to management port on OS before continuing

Download the vSphere client from this host by pointing a browser at
the management IP address provisioned above

Install vSphere client and login to ESX host to continue
OS Post Configuration (networking/management)

Check the ESX host networking configuration to ensure all cards
were detected by the installation

10. Enable SSH access on the ESX host (for driver installation)

11. Install CNA drivers as per Qlogic instructions supplied with the driver
download

@ vspx-esxil2 - PuTTY

eCertified

12. Following the CNA slot guide in Appendix B assign IP address and
VLAN information to the matching CNA driver on the host

X-5TORA e

]

13. Repeat steps for IP and VLAN for Vmotion network
interfaces, Customer access interfaces using the slot table and IP


file:///C:/Users/dmanning.VCE/Downloads/Lenovo/by
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address and vian tables in the appendix for data to complete the
steps on each network card

(P VSPX-STORA Broparties

p— | ——
( e [ securty | Traffec Shapng | WIC Tewrng - —
@ vowinchl Proged settrgs | oA A | Ay | ®» 8
Port Propertes
Ports [ hetnerk Al | T
| Configeration WA ID (0pone?) [o51 ~l
| § vowech
|ﬁ VercTal Wotore [ e
Fait Tobeeance Logong ™ Ensties
Maagement Tratbe I Enades
60 Fort trdng: =
MC Setings
ML 1500 =

1w

x| s | ke |

14. If enabling vMotion you must check the box for vMotion

15. If Management Traffic to the ESX host the check box must be
enabled

16. If enabling Fault Tolerance features the check box must be enabled
17. If enabling for iSCSI the check box must be enabled

18. Repeat for other networks/VLANs as needed

Ports | Network Adapters |
[~ Port Properti -
Configuration | Summary A il
i vswitch 120Ports fEmileiz WSP-MGMT
@ vsPx-cuso Virtual Machine Port Group s 2000
satom Virtual Machine Port Group VMotin: Disabled
Q hainws Virtual Machine Port Group Fault Tolerance Logging: Disabled
o wMotion and IP StoragePort " .
anagement Traffic:
@ vsevmoT vMotion and IP StoragePort & Encbled
EEE T UMtion and TP Storagerart SCSI Port Binding: Diszbled L
—NIC Settings
MAC Address: 00:0e: 1e:0a: 2b: 50
MTU: 9000
—IP Settings
1P Address: 172.20.0.10 B |
Subnet Mask: 255,255,255.0
View Routing Table...
- Effective Polices
Security
Promiscuous Mode: Reject
i = v
MAC Address Changes: Accept
Add... gt | Remove || Forged Transmi: Accept i
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vCenter/Licensing

1. Add licenses to Vcenter installation (installed separately on

management server)
@ Assign License: vspx-esxi0lvspexinternal.superna.net pa— (]

% Assign an existing license key to this host

Product | Available |
E  Evaluation Mode
O (MoLicenseKey)
E  VMwarevSphere 5 Enterprise Plus (unlimited... 6 CPUs
Gi e P Tils

™ Assign a new license key to this host

Enter Ke | |

Product: WMware vSphere 5 Enterprise Plus {unlimited cores per CP L)
Capacity: 12 CPUs
Available: 6CPUs
vRAM per CPU entitlement: 56 GB
Expires: MNewer
Label: rfr
Help QK Cancel

2. AddESX host(s) to Vcenter

(@ Add Host Wizard =& &

Specify Connection Settings
Type 0 e nformaton cand to conemct o ths boat.

Connection Settmgs a

Enter the rame or IP address of the host to add %o vCenter

Hast: [

Authorineton
'“ Enter the admamairative account nformation for the hast, viphere Chent will

use ths information to connect to the host and estabish 3 permanant
account for il operations.

Usermome: [

Pagsword [

vCenter Configuration Creation

Configure Data Center and HA DRS if licenses have been purchased to
automate failover policy of VM's between hosts

1. Optional - set NTP IP address, SMTP Configuration for Vcenter
2. Optional - Startup Options for VM's and boot order
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Network and VLAN configuration

1. vSwitches and vlan should be configured on all interfaces from the
endix interface table

Connection Type
Networking hardware can be partitioned to accommodate each service that requires connectivity. |
b
Connection Type
[l|  tetwork Access Connection Types
Connection Settings
~ _
Summary Virtual Machine

Add a labeled network to hande virtual machine network traffic.
 vMkernel

The VMkernel TCP/IP stack handles traffic for the following ESX services: vSphere vMotion, SCSI, NFS,
and host management.

coack  |[ next> | concel

VMkernel - Network Access
The VMkernel reaches networks through uplink adapters attached to vSphere standard switches.

|
Connection Type Select which vSphere standard switch wil hande the network traffic for this connection. You may also create a new
Network Access vsphere standard switch using the undaimed network adapters listed below.
B Connection Settings A
 Settings [~ & vmnico Down None
Summary I~ B vmnict Down Mane
@ Use vSwitch0 Sp etworks
QLogic Corp QLogic QLEB242 Pci Express to 10GbE, Dual Channel CHA
7 BB vmnics 10000Fdl  None
© use vSwitch1 Speed Networks
QLogic Corp QLogic QLEB242 Pci Express to 10GbE, Dual Channel CHA
I BB vmic3 10000Ful  0.0.0,1-255,255.255,254 ( VLAN 2000)
™ B vymnics 10000 Full  F-172.18.13.208-172.18.13.223 { VLAN 1813) 2
Preview:
Vikermel Port Physical Adapters
VMkernel . BB vmnicd
ikermel Port
VSPX-STORE

vmkQ : 172.20.11.10 | VLAN ID: 2011

Help o I
E)
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VHMkernel - Connection Settings
Use network labels to identify VMkernel connections while managing your hosts and datacenters.

Connection Type ey o D)
Metwork Access
El Connection Settings Network Label:

e
[~ Use this port group for vMotion
I™ Use this port group for Fault Tolerance logging
™ Use this port group for management traffic

Network Type: 1P (Default) hd

Preview:
Wikzmel Port Physcal Adapters
VMkemel . BB vmnicd
Wikzme] port
VSPX-STORE

vmk( : 172.20.11.10 | VLAN ID: 2011

Help cgack [ Mext> | canal |

VMkernel - IP Connection Settings
Specify Vivkernel TP settings

Comnection Tvpe
Network Access
E1 Connection Settings @ Tl ey it

Settings 1P Address: .
Summary
Subnet Mask: X X

" Obtain IP settings automatically

VMkerne! Default Gateway: 172 .20 .0 .1
Preview:
VMkarmal Port Physical Adaprers
VMkemel . BB vmnicd
VMikarmal Port
VSPX-STORE

vmk0 : 172.20.11.10 | VLAN ID: 2011

Help <Back [ Next> | cancel |
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Storage Configuration

1. iSCSI configuration requires binding iSCSI kernel to CNA and set IP

address information

JPE——1 1 8§ 2 N L S I e
1SCSI Initiatar (varhbal) Properties
ope

— e e
| €2 Gerenal Properties

|
|
|
| ECSI Propertes
|
|

GCSIName: 1o 2000-04.com. ghogic:pa324,000¢ 101109355
- sCsT Mk |
—Hardware Initiator Propertios
1P Settings
1P Addresa: e
Subnet Mask: [285 285 255 | ©
Defeut Gatewary: E

DNS Servers

‘J

2. With dual paths to storage, two kernel drivers will be visible once all
bindings are complete. These steps are repeated on all cards with
the appendix VLAN and IP address information as a guide to which
ports on each host should be connected to each switch, VLAN, and

target SPA or SPB ports on the VNX array



4.

l | Gareral Wetno Conliguraton | orame Dacavery | asc Decowry | ‘

Chapter 3: Solufion Deployment

ek ot X puh

T e s L

F oot bt ndege:
Pae Croas | VhGcemvet Adwter | Puet Grocp oy | Ptk Testan T |} En&i’q-k:z-g‘s‘un
|| [REaERa s ek _§ Owlt e Aow
i £ OFSIONR el Al © bt @ Atw |
H (B Rkt VWl Ntk Kalaghes o |
M = L Oty VWherved vl ompsadile w1 Dhe 053 0wt bowion) (o sey v amt e
|| \ P aagtw s we band
I » targetec Wharned acketer o rat keted, go ' foet > Configuretion > Metvorkng I wpdeie
| et Port Besden; etk #3 effoctve tnomre, pokcy.
| ietust Wetwark Adaptee T:::m-.--uuuho.mu«;\.:::. e
H e ro— "k =) Aaptw o Aspte -
H Swtth: 9 = - 7l v
M W s (1060, N
i ol Gamgr [ R
1l Aort Garp KA B vt
1 ®astuce 2t @ el
t L
I Stset Mast: Ima58EL
] ; Porves| Network Adogter Tt Alag s Doty
| 1 Nase Ll . Vsl Met fbapter
| Va2s '? OFCCOD UL Qlogai g A T SRt s etk SN 6 T SRS i e et Comphivet
U Rt Ceranzes WG Tuloesr palkcp. VMBGNTEl MtROCC ACROtI PRAT Pave Ry Ie Kt
Casigued Spenct 10000 M3ge {1 Dupde) upch e re stwrchy ueirits £ b slgtls f biading fo e 6 HOA
Fhyvical Nebwerk Adepter
Reve i
Devcr: ot Corp QUERNT Quoged oort 1RGHONE

Lk ot Ceennted

[ oG

Conlipand Sored

1000 M5 Pl Duglad)

] ow | |

.

It's recommended to enable jumbo frames for storage traffic. This
also requires storage port configuration on the VNX and network
switch to match the selected MTU recommend value 9000

bytes. This is done under advanced settings

o 500,1353:0 1 C0m,
—

02-37nEEES,

(3 (S0 Iitatar (vmhba3) Properties B =
md]wwmvlswmml I
S Arg” i = )
Advanced Settngs
Names @ 5 - = = __
A= || | s Redrect r =
Target
- 1SCS) admpter opticn : ARP Rederect
Haecmear} =
Netwd
Curr
M) Jmbo I'rane 2
TP Sel| | 1SCSTadapter option : Jambo Frame
bl
Subn
Defy
onsg| | MU | W
Fref| | |scstadogter option : MTU
Ntes)
Mo 0 Max; 214795047
| o
ISCSI cpeion @ ISCSI Error Recovery Lewel (ZRL) value that the ESX initiator would acgotiate during L ;
CHAP.
e LogrRatryMac | [}
ISCST cotion : Maxinum number of times BSX initiator woudd retry login to 3 target, before givinau..  ~
\ -/

Confirm ping traffic initiated from the network switch can reach all
ports in the storage, customer, vmotion and management networks.
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5. Configure iSCSl initiator parameters on the iISCSI kernel driver.

(2 iSCSl Initiator (vmiba?) Properties -8 8
501 Propertes
ECSINsme: 1 000-O4.com. ghogic:apa324.0000 161309835
5031 Alas: |
—Hardware Initiator Propertios —
P Settings
1P Addresa: l 3 . s
Subnet Mask: ’255.255 255 , 0
Default Gateway: . . ,
DNS Servers
Prefurred ONS Server: |
Alzrnate DNS Server:

6. Ensuring that there is a working path to the storage arrays, the
targets can be added either statically or dynamically.
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G e T

General Network Configuration |D3mamic Discavery I Static Discovery I

VMkernel Part Bindings:

Port Group . | WMkernel Adapter | Part Group Policy | Path Status

8 VSPX-STOR (vSwitch2) vmk3 & Compliant @ Active

8 VSPX-STORB (vGwitchd)  wmkD & Compliant §  Active

“ 1 | r
Add... | Remaove

VMkernel Part Binding Details:

Virtual Network Adapter

WMkernel: wmk3

Switch: wSwitch2

Port Group: VSPR-STOR

Port Group Policy: a Compliant

1P Address: 172.20.1.10

Subnet Mask: 255.255.255.0

IPv6 Address: fed0:: 250: 56t fea 7866464

Physical Network Adapter

Name: ¥mnic?

Device: QLogic Corp QLogic QLER242 Pci Express to 10GhE, Dual Chan...
Link Status: Connected

Configured Speed: 10000 Mbps (Full Duplex)

Close Help
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7.

e T T 4
(%) i5CSl Initiator (vmhba37) Properties = [&] = |

General I Metwork Configuration Dynamic Discovery | Static Discovery I
Send Targets

Discover i5CSI targets dynamically from the following locations (IPv4, IPvS, host name):

15C5I Server Location |
172.20.1.251:3260 |
172.20.1.252:3260

172.20.11.251:3260 S — '
172.20.11.252:3260 | (&) Add Send Target Se_ g
ISCSI Server: ||
Port: 3260
Parent:

Authentication may need to be configured before a session can
@ be established with any discovered targets. U

CHAP... | .-‘ad'.'an-:ed...l

QK I Cancel | Help |

Add... Remove | Setﬁngs...l

Close | Help |

o

“

Rescan all adapters and devices should populate. From there the
devices can be configured as datastores



Storage Layer
Installation and
Configuration
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Getting Started | Summary

Virtual Machines ' Resource Allocation ' Performance JeWlTMerdy

Tasks &Events | Alarms ' Permissions | Maps ' Storage Views ' Hardware Status

Seaurity Profile
Getting Started | Summary ' Virtual Mac!
Hardware

hines ' ResourceAllocation | Performance - [osluilsfiie iy

Processors
Memary

Storage
Netwarking
Storage Adapters
Network Adapters
Advanced Settings

Power Management

Software

Licensed Features

Time Configuration

DNS and Routing

Authentication Services

Power Management

Virtual Machine Startup/Shutdown

Tasks &Events | Al

View: Datastores Devices

Hardware View:  Datastores| [Devices ‘
Processors Devices Refresh  Rescan All..
Memory Name o | Operational State |LUN | Type [ DriveType | Transport | Capac

+ Storage DGCiSCSIDisk (naa.60060160261133005e4dch2100a6e211) Mounted 1] disk Non-5D 15CSL 157
Networking DGCISCSIDisk (naa.6006016026113300da6029bfcaf0e211) Mounted 1 disk Non-5D 15Cal 203
Storage Adapters Local LSIDisk {naa. bo050deed0 Mounted ] disk Non-53 Parallel 5CSI 558.4
Network Adapters Local PLDSCD-ROM (mpx.vmhba0:C0:T0:L0) Mounted 1] cdrom Unknown Block Adapter
Advanced Settings
Power Management

< 1l b

Software
Licensed Features Device Details Manage Paths...
Time Configuration DGC iSCSI Disk (naa.6006016026113... 4

Location:  fvmfs/devices/disks/naz.6006016026... Ju n3a.60060160261133005e4dcb2100a6e211
DNS and Routing )
" Type: disk Capadty: 1578
Authenseation Services Owrer  NMP Partton Fomat:  GPT £
Power Management
Virtual Machine Startup/Shutdown Primary Partitions Capadty Transport
Virtual Machine Swapfile Lacation 1. VMRS 15778 I5CST

arms | Permissions | Maps  Storage Views  Hardware Status

Virtual Machine Swapfile Location

Datastores Refresh  Delete  AddStorage...  RescanAll..
Identification BET | Device |DriveType | Capadty | Free | Type | LastUpdate | Alarm Adtions
a FastVNX1SKROKE /i, Waming  DGCIiSCSIDisk (. Non-5 15778 30580 GB VMFSS  07/08/201312:11:53..  Enabled
a VSPEXValidations ) Normal DGCiSCSIDisk (.  Non-5D 20376 936.04GB VMFS  07/08/2013 12:11:53 .. Enabled
@ vspreeskill-Locd. @ Normd  Local LSIDisk(n.. Non-S3 55350GB  208.82GB WMFSS  07/08/2013 11:41:53..  Enabled
| 1n ’

Datastore Details Properties...
VSPEX Validations 20378 Capacity it
Location:  fvmfs/volumes/51298a62-ca4265%b-ae3d-00262d0cTbfe ‘ A
Hardware Acceleration: ~ Supported 11178 W Used 3

933.0468 [ Free
Refresh Storage Capabilities

System Storage Capabilty: NfA
User-defined Storage Capabity: N/A

This section describes the installation and configuration steps for the

Storage Layer.

Storage Layer Installation and Configuration Steps

The following additional tools and equipment should be on-hand prior to
starting the Network Layer Installation and Configuration:

e Phillips screwdriver to install the system in a rack.

e Laptop or PC with Internet access to register for EMC Online
Support, and with local network access to confgire the VNXe

system

e Two 110/220 volt AC circuits.
¢ VNXe Connection Utility (Download from EMC)

e DNS, NTP for network name resolution and network time
synchronization

e Four ethernet cables - bulk Cat5 or higher for internet ip
connectivity fo network
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e Review the Sizing Guidelines section in the 100 VM Reference
Architecture document.
e Reference documentation:

e Quickstart Guide:
https://community.emc.com/serviet/JiveServiet/downloadBody/1
6485-102-4-65899/docu31492_VNXe-Series-Quick-Start.pdf

e 100 VM Reference Architecture Document:

hitp://www.emc.com/collateral/technical-
documentation/h11328-vspex-pi-pc-vmw-vnxe.pdf

Unpack VNXe, DAEs, Drives and Accessories
1. Unpack (1)VNXe DPE and (5)DAEs

2. Insert drives into DPE and DAE slots if they have not already been
installed.

Start with DPE and insert drives all free slofs.
Repeat for DAE 1 and DAE 2.

Insert drives into slots 0-13 in DAE’s 3 and 4
Insert drives into slots 0-6 in DAE 5.

Install rack rails for DAEs and DPE into frame as per rack layout
diagram

N o 0 s~

VNXe Installation and Initial Configuration

Refer to the VNXe System Installation Guide (bundled in with the VNXe
system) for details.

1. Connect cables between DPE and DAEs and connect DPE to
Extreme Networks switch

2. Connect power to VNXe components and wait until the LEDs
indicate that the system is ready.

3. Connect the SPA and SPB Ports (0 and 1) to the Extreme switches as
defined in Appendix D.

4. Download and install the VNXe Connection Utility to assign a static
IP address to the VNXe system

5. Point a web browser to the ip address assigned to the VNXe in the
previous step

6. Login to Unisphere with the following credentials:
Username: admin

Password: Password123#


https://community.emc.com/servlet/JiveServlet/downloadBody/16485-102-4-65899/docu31492_VNXe-Series-Quick-Start.pdf
https://community.emc.com/servlet/JiveServlet/downloadBody/16485-102-4-65899/docu31492_VNXe-Series-Quick-Start.pdf
http://www.emc.com/collateral/technical-documentation/h11328-vspex-pi-pc-vmw-vnxe.pdf
http://www.emc.com/collateral/technical-documentation/h11328-vspex-pi-pc-vmw-vnxe.pdf

11.
12.

13.
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The Unisphere Configuration Wizard will guide you through
configuring the following system settings:
Passwords for system administrators and service accounts

ESRS and ConnectEMC features for advanced proactive
EMC support

DNS and NTP time synchronization
Skip Storage Pool Configuration
Obtain license files and complete system registration

Update system software, firmware and language packs following
the available online guides.

Assign IP’s fo VNXe iSCSl interfaces.

From Unisphere, click on the System, Settings, Network, Setting for
Block.

Scroll down to Slot AT Port O (SP Port A-6), RT Click and select

properties.

Ports ®

Y. Show Ports Both SPs v
Physical Location = |SP-Port Type Speed 1P Addresses IQN;
f Onboard Port 0 B-Bus 0 SAS 6Gbps N/A
: Onboard Port 0 A-Bus D SAS 6Ghps N/A
J Onboard Port 1 B-Bus 1 SAS 6Gbps N/A
J Onboard Port 1 A-Bus 1 SAS 6Gbps NS
@ Onboard Port 2 B-0 (MirrorView) Fibre 4Gbps 50:C
@ Onboard Port 2 A-0 (Mirroriiew) Fibre 4Gbps 50:C
& onboard Part 3 B-1 Fibre aGhps 50:C
&2 onboard Part 3 A-1 Fibre aGhps 50:C
& onboard Fart 4 B-2 Fibre aGhps 50:C
& onboard Port 4 A-2 Fibre 8Gbps 50:C
& onboard Port 5 B-3 Fibre 8Gbps 50:C
& onboard Port 5 A-3 Fibre 8Gbps 50:C
& slat A0, Port 0 A-a FCoE N/A 50:C
9 Slot AQ, Port 1 A-5 FCoE NSA 50:C
Flash LEDs On

E Slot A1, Port1 A-7 Flash LEDs Off 10Gbps 172.20.11.251, 1... ign.:
& siot BO, Port 0 B-2| Toois N N/A N/A 50:C
& slot Bo, Port 1 B-5 /A N/A 50:C

Figure 10. Configure SP Interface Properties

14.

15.

Configure MTU on the port by selecting 9000 from the MTY drop
down.

Add a virtual port by clicking on Add, then entering the IP
information (address, gateway, netmask and tag) for port SP-A port
0.
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[ vNX5300-0 - SP A: Port 0 [A-6] - iSCSI Virtual Port Properties |- — - |[ & |[wEm)

IQMN:  |ign.1992-04.com.emc:cx.apm00125127014. a5

Virtual Port

IPv4 Configuration

IP Address: 0 .10 .10 .1
Gateway: 10 . 10 . 10 .1

Subnet Mask:| 255 . 255 . 255 . O

VLAN Configuration
+| Enable VLAN Tagaging
VLAN ID: (1010 (1-4054)

Authentication

Require initiator authentication

OK Cancel Help

Figure 11. Configure iSCSI Virtual Port Properties
16. Repeat for SP A Port 1, SP B port 0 and SP B Port 1.

Test connectivity of each port by right clicking on the port, selecting tools,
and then Ping. Select the relevant source IP from the dropdown box, then
enter the destination address for the destination field. Ping the relevant
initiator configured in the virtualization section above.

Debugging Tip: If ping is not working as expected, perform the following
steps to troubleshoot.

Is link up? Check the VNX, Switch and Initiator ports to confirm physical
connectivity. Each connected port should have an enabled link light. and
should be flashing with some activity. Resolve any physical connectivity
issues by cleaning/testing fibers and SFP’s using an optical meter, and fiber
cleaning pads.

Are MAC's being learned? After physical connectivity has been
confirmed, log on to the switch and check that mac addresses are being
learned on the correct ports and VLANs. Record MAC addresses of
endpoints (initiators and targets) then confirm that the MAC addresses are
being learned by the switch

Checking FDB on Ports:

Run the show fdp ports {port-range} command.



show fdb ports 7,8
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B Telnet10.27.0.28
H678-Local.8 # show fdb ports 7.8
Ul

46:hf :62 USPA-STOR(26801> 8034 d m ?

8834 d m 8

— Permanent,. n — MetLogin.

L - lockdown-timeout MAC, M- Mirror.

— Ingress Blackhole. v — MAC-Based ULAMN.
ans lation.
D - drop packet, h — Hardware Aging. o — IEEE 882.1ah

8 — Software Controlled Deletion
Total: 58 Static: @ Perm: B Dyn: 58 Dropped: B Locked: @
t: 8

FDB Aging time: 300
R670-Local.? #

P — Private ULAN, T — ULAN tr|

m — MAC.

Backbone MAC,.

Locked with Timeou]

Figure 12. Check for VNXe MAC Addresses

MAC addresses for each VNXe should be learned on the ports that were

configured above.

And:
show fdb ports 9,10

B Telnet10.27.0.28
H678-Local.11 # show fdb ports 2.18
M. Ul 1]

USPR-MGMT <2088> 9
USPR-UMOT (2082 > 9
USPR-MGMT <2088> 9
USPR-CUSAC2188> ?
USPX-STOR(20681 > 18
USPX-CUSB<2188> ?

— Permanent,. n — MetLogin.

— Ingress Blackhole. v —
ans lation.
D - drop packet, h — Hardware Aging. o — IEEE 882.1ah
8 — Software Controlled Deletion

Total: 51 Static: @ Perm: B Dyn: 51 Dropped: B Locked: @
: 8

it =
FDB Aging time: 388
RH678-Local.12 #

L - lockdown-timeout MAC. M- Mirror,. B — Egre
MAC-Based UVLAN. P — Private ULAN. T - ULAN tr

m — MAC, i - IP,

Backbone MAC,.

Locked with Timeou]

Figure 13. Check for Host Initiator MAC Addresses

MAC addresses for iSCSI initiators should be learned on the ports

configured above.

VLANS should contain MAC addresses for both targets and initiators.

show fdb vlan VSPX-STOR
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B3 Telnet 10.27.0.28 =N Eoh(

H678-Local.18 # show fdb vlan USPX-STOR -
Ulan Age Flags

USPX-STOR(2881> 888l d

USPA-STOR(2881> BA1A d

:6B:16:46:hf : USPA-STOR(2881> 8857 d
BA:60:16:4F:62:80 USPX-STORC(2861> 8059 d

Flags = d — Dynamic. s — Static, p — Permanent. n — NetLogin, m — MAC, i — IP.

x — IPR, 1 - lockdown MAC. L - lockdown-timeout MAC, M- Mirror. B - Egre
ss Blackhole.

b - Ingress Blackhole, v — MAC-Based ULAN. P — Private ULAN, T — ULAN tw|
ans lation.

D - drop packet., h — Hardware Aging. o — IEEE 882 .1ah Backbone MAC.

8 — Software Controlled Deletion

Total: 49 Static: @ Perm: B Dyn: 49 Dropped: B Locked: B Locked with Timeou
: 8

it =
FDB Aging time: 388
R678-Local.19 # _

4 [m

Figure 14. Confirm Host and VNXe MACs

This confirms the devices have the transport to communicate with each
other.

Still Can’t Ping? If Ping fails at this point, there is an issue with IP addresses or
netmasks. Confirm the IP addresses and netmasks.

Create Storage Pools

1. Create the storage pool by clicking on the Storage, Storage

Configuration, Storage Pools and then Create.
4 VNX5300-0 - Create Storage Pool (=N EoR =<
[General || advanced

Storage Pool Parameters

Storage Pool Type: &) Pool RAID Group
+| Scheduled Auto-Tiering
Storage Pool ID:

Storage Pool Name: |Pool 2

Extreme Performance
RAID Configuration Number of Flash Disks
RAIDS (4+1) v |0 e

Performance

RAID Configuration Number of SAS Disks
RAIDS (4+1) v [o v
Distribution

Not enough disks (1 disks available)

Disks
*) Automatic

Manual

Disk Capacity Drive Type Model State

v| Perform a backaround verify on the new storage and set priority to | Medium v

Cancel Help

Figure 15. Create Storage Pool
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Select Pool for Storage Pool Type, Tick Scheduled Auto-Tiering, and
then enter a Storage Pool Name.
Select Raidb (6+1)

Tick Manual, then click Select. Drives as follows:
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Table 3. VNXe Raid Group Layout

Raid5 Group Number  [Enclosure Drives
1 0 0-6
2 0 7-13
3 1 0-6
4 1 7-13
5 2 0-6
6 2 7-13
7 3 0-6
8 3 7-13
% 4 0-6
10 4 7-13
11 5 0-6

5. Follow the above table to complete the storage pool creation. This
storage pool is used to present LUNS to the ESX hosts in this solution.

Pools | RAID Groups
Pools
(7. Fier for RAID Typel Al [v|
Name « State RAID T... Drive T..

Figure 16.

Z’? WSPEX Validation Storage Pool |

ISElec:tEd| Create || Delete || Properties || Expand

Las

Create Storage Pool

Creating LUNS
To create a LUN:

1. Loginto Unisphere
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Click Storage, then LUNS then Create.

4 VNX5300-0 - Create LUN

General | Advanced

=N e =)

rStorage Pool Properties

Storage Fool Type: *) Pool RAID Group

RAID Type: RAIDS: Distributed Parity (High

Storage Pool for new LUN: | VSPEX Validation Storage Pool

Throughput) |+

hd New...

Capacity

Available Capacity: 0. Consumed Capacity:

rLUN Properties

User Capacity: |1 || (|GB

LUN ID:
LUN Name

Name

#) Automatically assign LUN IDs as LUN Names

2 w | Number of LUNs to create:

Apply

Cancel Help

Figure 17. Create LUNs

Create at least 10 LUNs for the VSPEX solution. LUNS can be sized
according to application requirements. Each of these LUNs will be
presented to vSphere as Datastores or RDMs.

TIPS:

10 LUNs be created at once. Take the available capacity, and

divide that by 10. Enter the result

into the “User Capacity” box,

then select 10 in the “Number of LUNs to create” box.

Assign descriptive names to LUNs
Record LUN ID’s

Register Hosts and “Log” Initiators into the VNXe

Hosts must connect to the VNX, and then be registered in order to be
added to storage groups.

IMPORTANT: Confirm connectivity between ESXi Hosts iSCSI initiators and
the VNXe iSCSI Target interfaces prior to this section by completing the
“Test Connectivity” steps previously detailed.

1.
2,
3.

Log into vCenter

Select ESXi host 1

Click on Configuration, then Storage Adapters
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4. Right click on the iSCSI Software Adapter and select properties.

1 VSPETVCENTER VSPEXintermalsuperma.net - Sphere Clent

Fie Edit View Inventory Administation Plagring Help
G B & rom 09 mevoy b Hossand Custers
i ¢ ¥

=6

R vpx-csxi02vspex internalsuperna.net Viware ESXY, 5.1.0, 799733

e Storage Adapters
Deviee o ]
| ISCSI Software Adapter
s © vmhbas? scst 1an.1998-01com vmwarervapw-es02- 3 TD60S:
g iSCSlInitistor (vmhba37) Properties SREcY <~
Storage Adapters @ —
- General Network Configuration | Dynam Discovery | Stasc Dtscovery |
\Mbermel Port Brdngs:
Fort Grow Veikarmel Adapter | Por Group Poky | Path Status
| Software B VSPXSTORA (vamitchl)  vmk2 © Compian ® Adive
3 B VSP-STORD (vSwitdi2)  vmia @ Compiet @ Adne
P
Add. Remon
VMkernel Port Bnding Detas:
o | vrtust Network Adapter
M Vi
bona
e | e |

Figure 18. Configure VMware iSCSI Software Adapter

5. Static Discovery Tab. At this point the tab should not be populated.
- i5CSl Initiater (vrmhba37) Properties [ = -3 /=

" General 1 Metwork Configuration ] Dynamic Discovery  Static Discovery |

Discovered or manually entered iSCSI targets:

iSCSI Server Location Target Name

Figure 19. iSCSI SW Initiator Dynamic Discovery

6. Now click on the Dynamic Discovery tab. This should also be blank.
7. Click on the Add button

@ Add Send Target Server @
iSCSI Server: |172.20.1.251]
Port: 3260
Farent:

Authentication may need to be configured before a session can
@ be established with any discovered targets.

CHAP... | ‘

oK | Cancel ‘ Help ‘

Figure 20. Configure iSCSI SW Initiator Target IP

8. Enfer the iSCSI IP address on Storage VLAN 1 for SP-A as configured
on the VNXe in previous steps, then click on OK.
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9. Thisinitiates a login request from the host initiator to the VNXe. The
task will complete after a brief moment.

10. Click on the Static Discovery Tab. The tab will be populated with
the Storage VLAN 1 SP-A and SP-B targets, which confirms
connectivity

@ 15CSI Initiator (vmhba3T) Properties

"General ] Metwork Configuration | Dynamic Discovery 5tﬂ

Discovered or manually entered iSCSI targets:

ISCSI Server Location Target Name
172.20.1.251:3260 ign.1992-04.com.emc:o.apm00125127014.a6
172.20.1.252:3260 ign.1992-04.com.emc:onapm00125127014.b6

Figure 21. iSCSI SW Initiator Static Discovery

11. Click on the Dynamic Tab once again and repeat steps to add
Storage VLAN 2 SP-A.

12. Alist of four iSCSI Server Locations on the Static Discovery tab
confirms configuration and connectivity from host initiator to the
VNXe iSCSI storage array.

(%) isCSlInitiator (vmhba37) Properties = [ =[5
General 1 Metwork Configuration | Dynamic Discovery | Static Discovery |

Discovered or manually entered iSCSI targets:

i5CSI Server Location Target Name

172.20.1.251:3260 ign.1992-04.com.emc:oc.apm00125127014.a6

172.20.11.251:3260 iqn.1992-04.com.emc:ox.apm00125127014.a7

172.20.1.252:3260 ign.1%92-04.com.emc:ouapm00125127014.b6

172.20.11.252:3260 ign.1992-04.com.emc:oc.apm00125127014.b7

Figure 22. iSCSI SW Initiator Static Discovery Populated

NOTE: SPA Port 6 and SPB Port 6 are connected to Storage VLAN 1 and SP-
A Port 7 and SP-B Port 7 are connected to Storage VLAN 2. This can be
confirmed by matching the statically discovered target IQN to the IP's
listed in the Static Discovery tab. The IQN'’s are suffixed by aé, bé, a7, and
b7 which correspond to SP-A Port 6, SP-B Port 6, SP-A Port 7 and SP-B Port 7
respectively. The IPs should match what was configured in previous

steps. In the screen captures above, Storage VLAN 1is 172.20.1.0/24 and
Storage VLAN 2is 172.20.11.0/24. SP-A'is ‘251" and SP-B is ‘252’

13. Click on OK to close this wizard. When asked to Rescan HBA, click
OK. This is process that logs the initiators into the VNXe array and will
allow the initiators to be registered in the next section.

14. Repeat this section for the remaining ESXi hosts in this solution.
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Once completed you will notice 2 Connected Targets, 1 Device and 4
Paths in the details section. This indicates that the hosts are connected to
the VNXe, but have not be ‘allowed’ to see any LUNS. This is expected.

Details

vmhba37

Model: iSCSI Software Adapter

ISCSI Name: iqn. 1998-01.com.vmware:vspx-esxi02-37b68629

ISCST Alias:

Connected Targets: 2 Devices: 1 Faths: 4

View: Devices Paths

Name | Identifier Runtime Name Operational State | LUN
[ DECISCSIDisk (naa 6006016026113300564dch2 1t nas.60060160261133005e2dchal vmhba37:C0:T0:L0_ Mounted 0

Figure 23. VNXe Discovered

Details
vmhba37
Model: iSCSI Software Adapter
iSCSI Mame: ign. 1998-0 1.com. vmware:vepx-esxi02-37b65629
ISCSI Alias:
Connected Targets: 2 Devices: 1 Paths: 4
View: Devices | Paths
Runtime Name | Target LUN - |Sta
‘ wmhba37:C0:T3:L0 ign.1992-04.com.emc:o.apmi0125127014.b7:172.20.11.252: 3260 o &
vmhba37:C0:T2:L0 ign.1992-04.com.emc:o.apm00125127014.66:172.20.1.252:3260 0 £o3
vmhba37:C0:T1:L0 ign.1992-04.com.emc:c.apm00125127014.a7:172.20.11,.251:3260 0 &
vmhba37:C0:T0:L0 ign.1992-04.com.emc:x.apm00125127014.,26:172.20.1.251:3260 0 &

Figure 24. Paths o VNXe

After all ESXi hosts have been logged into the VNXe, return to the
Unisphere GUI to Register the hosts.

Registering Hosts

1. Login to the Unisphere GUI, click on the Hosts tab then select
Initiators

{5 beps://10.27.0122/start. el
EMC Unisphere

[l \rixazoo-o v

3300-0 > Hosts > Initiators

Initiators

Connection StatusAll v
Status  Initiator Name 'SP Port HostName . HostIP Address Storage Group Registered Logged In
AV ign.1338-01.com.vmware:vspx-es... B-7v0 UNKNOWN UNKNOWN ~management No Yes
i) ign.1998-01.com.vmware:vspx-es... A-7v0 UNKNOWN UNKNOWN ~management No Yes
an.1998-01.com.vmware:vspx-es... B-6vi  UNKNOWN  UNKNOWN ~management No Yes
i) ign.1998-01.com.vmware:vspx-es... A-6v1 UNKNOWN UNKNOWN ~management No Yes

Figure 25. VNXe Discovered Initiators
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At this point, initiators should be Logged In but not Registered and should
be in the ~management Storage Group. This indicates that the hosts
initiators have connected to the storage, but have not yet been
accepted, and not been permitted to connect to any LUNs.

2. Select the initiator connected to SP Port A-6v1 and select Register to
start the registration wizard.

4 Register Initiator Record =3
rInitiator Information

WWN/IQN:

SP - port:

Initiator Type: | CLARION/VNX | Failover Mode: | se-Active mode(ALUA)-failovermode 4| |+
rHost Agent Information

#) New Host Existing Host

Host Name: |vspx-esxi02.vspex.internal.supernat.net

IP Address: |172.20.0.1]
Advanced Options

oK Cancel Help

Figure 26. VNXe Host Initiator Registration

3. Select CILARIION/VNX for Initiator Type and ALUA-fallovermode 4 for
Failover Mode.

4. Select New Host and enter the Host Name and IP Address of the
host being registered, then click on OK.

‘ Confirmn: Register Initiator Record @

You are about to register an initiator recard
2 iqn.1998-01.com.vmware:vspx-esxil2-37b68629

Do you wish to continue?

Yes No

Figure 27. Confirm Initiator Registration

5. Click Yes to confirm.

This registers all Initiators for the host. The initiators will now appear as
logged in, and registered, but will still be in the ~management storage

group.
6. Repeat this section for all hosts in the solution.

Creating Storage Groups

Once allinitiators have been registered, and LUNs created, click on the
Hosts tab in the Unisphere GUI and select Storage Groups to create a
Storage Group.

1. Click on Create to launch the Storage Group Wizard.
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2. Enfer a name in the Storage Group Name box, click on OK then Yes
This operation will create a new storage group named
& ||"WSPEX Storage".

Do you wish to continue?

Yes No
Figure 28. VNXe Storage Group Configuration

3. The new Storage Group is created.

4. Click Yes to add LUNS or connect hosts now.

ﬁé) Results from call to create storage group:Success
L=

Do you wish to add LUNs or connect hosts?

Do you wish to continue?

Yes No
Figure 29. Confirm VNXe Storage Group Hosts and LUNs

5. Click on the LUNs tab and expand SP-A and SP-B then select all
LUNs created in the previous steps, and click Add.

The LUNs will appear in the Selected LUNs box.
Click the Hosts tab.

Select all Hosts registered in the previous steps and Click on the

Right Arrow
9. The Hosts will appear in the “Hosts to be Connected” Box.

10. Review Hosts and LUNs to be added to group, then Click on OK
once finished.

Adding Storage to Virtual Machines

Rescan HBA to view a list of the newly added LUNS in vCenter. Create
Datastores or RDM's and present to virtual machines as required.
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Appendix A: VLAN and IP Address Schema

Each device should have its VLAN and IP address match the table below.
The subnet schema embeds the VLAN number into the IP address to
simplify the mapping when debugging. This design allows simplified
debugging without needing to refer o documents when looking at IP
addresses or VLAN's as the rule allows administrators to map them as per
the numbers. For example VLAN 2500 would translate to 172.25.0.x and
VLAN 3500 translates to an IP address of 172.35.0.x.

Table 4. Sample IP Address Schema

Device VID IP
ESXi-1 Mgmt 1001 172.10.1.10
esx-1 Storage ESXi-1 Storage 2001 172.20.1.10
Fabric A
ESXi-1 Storage Fabric B 2011 172.20.11.10
ESXi-1 vMotion A 2002 172.20.2.10
ESXi-1 vMotion B 2012 172.20.12.10
ESXi-1 Fault Tolerance/HA A 2003 172.20.3.10
ESXi-1 Fault Tolerance/HA B 2013 172.20.13.10
VNX Mgmt SPa 1001 172.10.1.201
VNX Mgmt SPb 1001 172.10.1.211
VNX mgmt (virtual) 1001 172.10.1.200
VNXe iSCSI Fabric A 2001 172.20.1.200
VNXe iSCSI Fabric B 2011 172.20.11.200
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CNA Network Assignments

To ensure post deployment supportability, the table below will greatly assist
network and server administrators debug physical issues with cabling and
data flow through the VSPEX system. All servers should be listed below.

The slot naming convention should be based on visual arbitrary slot
numbers and not PCl bus numbers as they will not match the physical view
from outside the server.

The information will also assist in the installation of new hosts when slotting
cards to different network devices. The term fabric is used to break the
design down into logical areas. Fabric A and Fabric B is a logical division
of all devices in the system and ensures a correct cabling of a device, sloft,
and port to the correct fabric. This step is critical as all logical flow
troubleshooting post deployment is based on the assumption data will flow
over certain paths and fabric as primary or secondary paths.

When loading sharing is enabled or multi-pathing data can take different
paths through the fabrics, which complicates debugging of the physical to
logical design.

Table 5. CNA Network Assignments

Host | Card Slot | Protocol | Port | Fabric | QTag | Networks
Type (A or
B)
ESXi CNA 1 IP 1 A yes vMotion,
Customer,
Management,
FT
ESXi CNA 1 iSCSI, 2 A yes Storage
IP
ESXi CNA 2 IP 1 B yes vMotion,
Customer,
Management,
FT
ESXi CNA 2 iSCSI, 2 B yes Storage
IP
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Sample Network Configuration

Fabric A #Disable unused ports
disable port 1-48
#Clear unused ports out of Default VLAN
configure VLAN default delete ports all
#Delete unused ports from vr
configure vr VR-Default delete ports 1-48
#Ensure relevant ports are attached to vr
configure vr VR-Default add ports 7 - 14, 16, 24, 39,40
#Create Trunk
enable sharing 39 grouping 39-40 algorithm address-based L2
lacp
# Create and tag VLANs
create VLAN "VSPX-CUSO"
configure VLAN VSPX-CUSO tag 2100
create VLAN "VSPX-CUS1"
configure VLAN VSPX-CUS1 tag 2101
create VLAN "VSPX-CUS2"
configure VLAN VSPX-CUS2 tag 2102
create VLAN "VSPX-CUS3"
configure VLAN VSPX-CUS3 tag 2103
create VLAN "VSPX-FLTT"
configure VLAN VSPX-FLTT tag 2003
create VLAN "VSPX-MGMT"
configure VLAN VSPX-MGMT tag 2000
create VLAN "VSPX-STOR"
configure VLAN VSPX-STOR tag 2001
create VLAN "VSPX-VMOT"
configure VLAN VSPX-VMOT tag 2002
#Add ports to VLANs
configure VLAN VSPX-CUSO add ports 9, 11, 13, 16, 24, 39
tagged
configure VLAN VSPX-CUS1 add ports
configure VLAN VSPX-CUS2 add ports
configure VLAN VSPX-CUS3 add ports
configure VLAN VSPX-FLTT add ports
configure VLAN VSPX-MGMT add ports
tagged
configure VLAN VSPX-STOR add ports 7-8, 10, 12, 14 tagged
configure VLAN VSPX-VMOT add ports 9, 11, 13, 39 tagged
# Enable Jumbo Frames
enable jumbo-frame ports 7-14,16,24,39
# Enable Ports
enable ports 7-14,16,24,39

11, 13, 24, 39 tagged
11, 13, 24, 39 tagged
, 11, 13, 24, 39 tagged
, 11, 13, 39 tagged
, 11, 13, 16, 24, 39

~

~

O O O O o

Fabric B #Disable unused ports
disable port 1-48
#Clear unused ports out of Default VLAN
configure VLAN default delete ports all
#Delete unused ports from vr
configure vr VR-Default delete ports 1-48
#Ensure relevant ports are attached to vr
configure vr VR-Default add ports 7 - 14, 16, 24, 39,40
#Create Trunk
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enable sharing 39 grouping 39-40 algorithm address-based L2
lacp

# Create and tag VLANs

create VLAN "VSPX-CUSO"

configure VLAN VSPX-CUSO tag 2100

create VLAN "VSPX-CUS1"

configure VLAN VSPX-CUS1 tag 2101

create VLAN "VSPX-CUS2"

configure VLAN VSPX-CUS2 tag 2102

create VLAN "VSPX-CUS3"

configure VLAN VSPX-CUS3 tag 2103

create VLAN "VSPX-FLTT"

configure VLAN VSPX-FLTT tag 2003

create VLAN "VSPX-MGMT"

configure VLAN VSPX-MGMT tag 2000

create VLAN "VSPX-STORB"

configure VLAN VSPX-STORB tag 2011

create VLAN "VSPX-VMOT"

configure VLAN VSPX-VMOT tag 2002

#Add ports to VLANs

configure VLAN VSPX-CUSO add ports 9, 11, 13, 16, 24, 39
tagged

configure VLAN VSPX-CUS1 add ports
configure VLAN VSPX-CUS2 add ports
configure VLAN VSPX-CUS3 add ports
configure VLAN VSPX-FLTT add ports
configure VLAN VSPX-MGMT add ports
tagged

configure VLAN VSPX-STORB add ports 7-8, 10, 12, 14 tagged
configure VLAN VSPX-VMOT add ports 9, 11, 39 tagged

# Enable Jumbo Frames

enable jumbo-frame ports 7-14,16,24,39

# Enable Ports

enable ports 7-14,16,24,39

11, 13, 24, 39 tagged
11, 13, 24, 39 tagged
, 11, 13, 24, 39 tagged
, 11, 13, 39 tagged
, 11, 13, 16, 24, 39

~

~
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Appendix D: Sample Cabling Guide

Sample Cabling Guide

Table 6. Cabling Guide

Switch Switch Port | Device Device Port
Switch A 1 Uplink 1 N/A
Switch A 7 VNXe SP APort0
Switch A 8 VNXe SP B Port 0
Switch A 9 Server 1 CNA 1 Port 1
Switch A 10 Server 1 CNA 1 Port 2
Switch A 11 Server 2 CNA 1 Port 1
Switch A 12 Server 2 CNA 1 Port 2
Switch A 13 Server 3 CNA'1 Port 1
Switch A 14 Server 3 CNA 1 Port 2
Switch A 39 Switch B 39
Switch A 40 Switch B 40
Switch B 1 Uplink 2 N/A
Switch B 7 VNXe SP A Port 1
Switch B 8 VNXe SP B Port 1
Switch B 9 Server 1 CNA 2 Port 1
Switch B 10 Server 1 CNA 2 Port 2
Switch B 11 Server 2 CNA 2 Port 1
Switch B 12 Server 2 CNA 2 Port 2
Switch B 13 Server 3 CNA 2 Port 1
Switch B 14 Server 3 CNA 2 Port 2
Switch B 39 Switch A 39
Switch B 40 Switch A 40
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Sample Switch Port Labeling Guide

Table 7. Sample Switch Port Labeling Guide

SwitchPort Display-String (Switch A) | Display String (Switch B)
7 VNX5300-SPbé-0 VNX5300-SPb7-0
8 VNX5300-SPaé-0 VNX5300-Spa7-0
9 vs-esx01-83aP1v3 vs-esx01-83bP1v3
10 vs-esx01-83aP2v4 vs-esx01-83bP2v4
11 vs-esx02-83aP1v4 vs-esx02-83bP1v4
12 vs-esx02-83aP2v4 vs-esx02-83bP2v4
13 vs-esx03-83aP1v4 vs-esx03-83bP1v4
14 vs-esx03-83aP2v4 vs-esx03-83bP2v4
24 Uplink A Uplink B
39 VS-TRUNK-M VS-TRUNK-M
40 VS-TRUN-S VS-TRUN-S
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PCle Slot Assignment
Table 8. PCle Slot Assignment
PCle Slot | Card
1 Qlogic 8362 - A
2 Qlogic 8362 - B
3 Raid 700 Controller

Recommended Firmware Release (TBC)

Table 9. Recommended Firmware Release

BIOS Release
MGMT Server 2.12
Compute Fabric 2.12
Compute Fabric RAID 2.120.183-1415
Compute Fabric BMC 1.12
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Power and Rack Position Planning

Figure 30. Power and Rack Position Planning
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